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Abstract

Both deadlock avoidance and recovery techniques suffer
from severe performance degradation when the network is
close to or beyond saturation. This performance degrada-
tion appears because messages block in the network faster
than they are drained by the escape paths in the deadlock
avoidance strategies or the deadlock recovery mechanism.

Many parallel applications produce bursty traffic that
may saturate the network during some intervals [14, 8],
significantly increasing execution time. Therefore, the use
of techniques that prevent network saturation are of cru-
cial importance. Although several mechanisms have been
proposed in the literature to reach this goal, some of them
introduce some penalty when the network is not fully satu-
rated, require complex hardware to be implemented or do
not behave well under all network load conditions. In this
paper, we propose a new mechanism to avoid network satu-
ration that overcomes these drawbacks.

1. Introduction

Wormhole [3] has become the most widely used switch-
ing technique. In the wormhole context, there are two
strategies for deadlock handling [7]: deadlock avoidance
and deadlock recovery.

Deadlock avoidance [3, 5] prevents deadlocks by re-
stricting routing so that there are not cyclic dependencies
between channels [3] or there are some escape paths to
avoid deadlock [5]. On the other hand, deadlock recov-
ery [9, 1, 13] do not impose routing restrictions, allowing
the use of unrestricted fully adaptive routing. However, it
requires a deadlock detection mechanism and a deadlock
recovery mechanism.

Both deadlock handling schemes suffer from severe per-
formance degradation when network traffic is close to or
beyond the saturation point [5, 1]. Figure 1 illustrates the
problem for a 8-ary 3-cube with a deadlock-recovery fully-
adaptive routing and an uniform distribution of message
destination with 16-flit messages. Notice that both latency
and accepted traffic are dependent variables on offered traf-
fic. Performance degradation appears because messages
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Figure 1. Effects of performance degradation.

cyclically block in the network faster than they are drained
by the escape paths (deadlock avoidance) or by the dead-
lock recovery mechanism. Thus, latency and percentage of
detected deadlocks increase and the number of messages
delivered by time unit decreases. It is important to remark
that with deadlock avoidance, messages do not really dead-
lock, but they spend a long time blocked in the network.

A solution to the problem is to reduce the probability of
cyclic waiting in the network. This can be accomplished
by splitting each physical channel into more virtual chan-
nels, increasing the number of routing options. However,
this makes hardware more complex, possibly leading to a
reduction in clock frequency [2].

Another approach to solve the problem is to use a mech-
anism to ensure that accepted network traffic does not ex-
ceeds a given maximum level. This mechanism is often
known as congestion control mechanism. In this paper, we
present a new technique to avoid network saturation.

The rest of the paper is organized as follows. Section
2 presents the motivation of this work and reviews some
related work. Section 3 describes the new proposal. Perfor-
mance evaluation results are presented in Section 4. Finally,
some conclusions are drawn.

2. Motivation and related work

As stated above, both deadlock handling mechanisms
suffer from performance degradation when network load is
close to or beyond saturation. Although the interconnec-
tion network is not the bottleneck in most current systems,
as processor clock frequency is increasing at a faster rate
than network bandwidth, the interconnection network may



become a bottleneck within the next years [7]. On the other
hand, in order to increase the cost-effectiveness of intercon-
nection networks, more than one processor can be attached
to each network router [14]. As a consequence, network
load is increased. Finally, some studies of interconnection
network behavior under the traffic generated by real appli-
cations [15, 8] show that network traffic is bursty and peak
traffic may saturate the network. As a consequence, the in-
terconnection network may reach the performance degra-
dation point, potentially increasing application execution
time. Hence, mechanisms that prevent network saturation
may help in improving overall system performance.

Most previously proposed techniques [4, 10, 12, 16] are
based on monitoring network traffic and apply message
throttling when it exceeds a given level.

In [10, 12] network traffic is locally estimated by count-
ing the number of busy virtual output channels in each node.
A newly generated message is injected only if this number
is lower than a given threshold. Both mechanisms use dy-
namic thresholds. In [10] the new threshold is computed
according to a guess of the message destination distribu-
tion currently in the network. In [12] the new threshold is
computed by counting the number of virtual output chan-
nels when the network is just entering saturation.

Other mechanisms are based on timers. In [9, 16], it is
measured the time that a message header is stopped. If it ex-
ceeds a threshold, the mechanism presume that the network
is congested. Having detected congestion, [16] uses some
special signals to inform the rest of nodes that they must
stop message injection. So, congestion control is global and
all of the network nodes take part on it. In [9], if a message
stops more time than the threshold, the sender kills and re-
transmits it later. To ensure that the header reaches its desti-
nation before the last flit has been injected into the network,
short messages have to be padded.

Although these mechanisms are able to prevent net-
work saturation, they have some drawbacks. Although they
should work properly for any network load condition, many
of the mechanisms have been analyzed only with the uni-
form distribution of message destinations [4, 9, 16]. Oth-
ers do not achieve good results for each individual traffic
pattern considered [10] or strongly depend on message size
[9, 16]. Moreover, the new mechanism should not penal-
ize the network when it is not saturated. However, some of
the proposals increase message latency before the saturation
point [4]. Finally, the new mechanism should not increase
network complexity or generate new problems. However,
some of the mechanisms add new signals [9, 16], padding
[9] or increase node complexity [10, 12]. Finally, in [12]
some nodes may begin to apply strict restrictions before oth-
ers do, which may produce starvation.

3. A new injection limitation mechanism

The new mechanism is based on measuring network traf-
fic prior to inject a message. In [10, 12], it was found that
there is a useful correlation between the number of busy (or
free) virtual output channels and accepted network traffic.

Thus, traffic is locally estimated by counting the number of
busy virtual output channels. However, in order to better
distinguish among different message destination distribu-
tions, only those output channels that are useful to forward
a message towards its destination are considered. This in-
formation is obtained by executing the routing function for
the message.

The new technique is based on the assumption that the
routing algorithm tries to minimize virtual channel multi-
plexing in order to avoid its negative effects. Many adaptive
routing algorithms work in this way [6, 13]. Thus, busy vir-
tual channels tend to be distributed among all the physical
channels of the router. In other words, the number of busy
virtual channels will tend to be the same for all the physical
channels of the router. As network load is increased, the
number of busy virtual channels per physical channels will
also increase. Intuitively, when the last virtual channel of
one physical channel starts to be used, network traffic is be-
coming high. Remember that only those channels that are
useful to route a message are considered. To support this
intuitive idea, we have performed an analysis of the per-
centage of routing occurrences which have at least one free
virtual channel in all the physical channels that are useful
to forward the message towards its destination. Figure 2
(a) curve) shows the results. As can be seen, the condition
is satisfied in almost all the routings for low injection rates.
However, as traffic increases, the number of routings which
have at least one free virtual channel in all the feasible out-
put channels is reduced. Therefore, some correlation exists
between the completely used physical channels at a node
and the network traffic in the node area.

Taking this correlation into account, the basic idea of the
new mechanism is the following. Before injecting a newly
generated message, the routing function is executed and the
number of free virtual channels of all useful physical out-
put channels is checked. If all of them have at least one
free virtual channel, injection of the message is permitted.
Otherwise, it is forbidden. Notice that as the method only
considers those physical channels that are useful to route the
message, it does not matter that some network areas are con-
gested if they are not likely to be used by the message. On
the other hand, if the channels that forward a message to-
wards its destination are congested, the mechanism should
prevent injection regardless of the other channels are free.

However, in some cases -not many- a physical channel
can become completely free, while another in the same node
has still all its virtual channels occupied. In this situation,
traffic in the node area is not really saturated, but the de-
scribed mechanism will prevent injection of messages, in-
creasing message latency. Figure 2 shows the percentage
of routing occurrences that satisfy both conditions individ-
ually and any of them. As can be seen, the second condition
alone is a worse indicator of congestion. However, both
rules combined (the first one OR the second one) improve
congestion detection. Thus, the final mechanism allows in-
jection if, after applying the routing function, at least one
virtual channel of all the useful physical channels is free
or at least one physical channel have all its virtual chan-
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Figure 2. Percentage of routings with: a) All
useful physical output channels with at least
one free virtual channel. b) At least one useful
physical channel completely free.

nels completely free. Notice that, contrary to previous ap-
proaches, there is not any threshold to adjust in this mech-
anism. This will noticeably simplify the implementation.
However, the ability of the mechanism to adapt to different
message destination distribution is achieved by considering
only those channels returned by the routing function.

To illustrate the method, consider a bidirectional k-ary 3-
cube network with 3 virtual channels per physical channel.
A message generated according to a uniform distribution
of message destination may use, at most, the total number
of physical channels of the node, 6. The first rule will al-
low injection if all of them have at least one virtual channel
free. Therefore, injection will be permitted if 6 or more vir-
tual channels, fairly distributed among physical channels,
are free. The second rule will permit injection if any phys-
ical channel is completely free, with no virtual channel oc-
cupied. Otherwise, if both conditions are not satisfied, in-
jection will be forbidden. On the other hand, a more specific
traffic pattern such as thebutterflyone, that swaps the most
and least significant bits of the source node to compute the
destination node, will only use physical channels in two di-
mensions. In this case, injection is allowed if the number
of free virtual channels is, at least, 2, one in each physi-
cal channel, or at least one of the channels has its 3 virtual
channels free.

Summing up, the new proposal follows the next steps be-
fore injecting a new message in the network. First, the rout-
ing function is applied to obtain the useful channels that the
message may use to reach its destination. Second, the rout-
ing information is merged with the status (free, completely
free or busy) of the physical output channels. A physical
channel is considered to be free if at least one of its virtual
channels is free, completely free if all its virtual channels
are free and busy in any other case. Next, information about
all useful channels is combined. If all useful physical chan-
nels are free or any of them is completely free, the message
can be injected. Otherwise, the message is queued. Finally,
messages in the pending message queue have higher prior-
ity than messages generated later.

Figure 3 shows the implementation of the mechanism.
The routing function must be applied before injecting the

ROUTING
 FUNCTION

S O U R C E

DESTINATION

 VIRTUAL CHANNELS
STATUS REGISTER

INJECTION
PERMITTED

USEFUL PHYSICAL
OUTPUT CHANNELS

A

B

B C D

D

E

E

F

C

G

1: FREE
0:  BUSY

Figure 3. Hardware required for the new injec-
tion limitation mechanism.

newly generated message into the network. This requires
replicating some hardware, but with a simple routing algo-
rithm (see Section 4.1), this should not be a problem. The
routing function returns the useful physical output chan-
nels1. In parallel, two logical operations are performed on
the virtual channels status register. First,C gates detect if
there is at least one free virtual channel in each physical
channel2. Simultaneously,D gates detects if all the virtual
channels of a physical channel are free. Next, this informa-
tion is combined with the result of the routing function (B

andE gates) in order to consider only the useful channels.
Finally, A andF gates applies the first and second rules,
respectively, for all the useful physical channels andG gate
allows injection if any of them are satisfied.

As can be seen, the hardware required to implement the
mechanism is very simple. Only some logic gates are re-
quired. As the mechanism does not need any threshold,
there is neither need for registers nor comparators. Finally,
notice that, although this hardware may add some delay to
injected messages, it does not reduce clock frequency be-
cause it is not on the critical path.

4. Performance Evaluation

In this section, we will evaluate by simulation the behav-
ior of the new injection limitation mechanism. The evalua-
tion methodology is based on the one proposed in [6, 13].
The most important performance measures are not only la-
tency (time required to deliver a message, including the time
spent at the source queue) and throughput (maximum traffic
accepted by the network) but also the percentage of detected

1This implementation assumes that all the virtual channels of a physical
channel can be used in the same way by a message, which is the case for
True Fully Adaptive Routing (see Section 4.1).

2This implementation assumes 3 virtual channel per physical channel.



deadlocks in the network. Traffic is the flit reception rate.
Latency is measured in clock cycles, and traffic in flits per
node per cycle. The percentage of detected deadlocks is
measured as the ratio between the number of messages de-
tected as deadlocked and the total number of sent messages.

4.1. Network model

Each node has four injection/ejection channels, a router,
a crossbar switch and several physical channels. Routing
time and transmission time across the crossbar and a chan-
nel are all assumed to be equal to one clock cycle. Physical
channels may be split into up to three virtual channels, each
one with a four-flit buffer. Deadlock recovery is used. The
routing algorithm is a True Fully Adaptive (TFAR) [13],
which allows the use of any virtual channel of those phys-
ical channels that forwards a message closer to its destina-
tion. In order to detect network deadlocks, we use the FC3D
mechanism proposed in [11], with a threshold of 32 cycles.
The recovery mechanism is the software-based proposed in
[13]. The new mechanism described in Section 3 is used to
prevent network saturation.

Message injection rate is the same for all nodes. Each
node generates messages independently, according to an ex-
ponential distribution. Destinations are chosen according to
this communication patterns:Uniform, Butterfly, Comple-
ment, Bit-reversal,andPerfect-shuffle. For message length,
16-flit and 64-flit messages are considered. Finally, we have
evaluated the performance of the new mechanism proposed
on a bidirectional 8-ary 3-cube network (512 nodes).

4.2. Performance comparison

In this section, we will analyze the behavior of the new
mechanism proposed in section 3, which will be referred to
asALO (At Least One). In addition, we will also evaluate
the behavior of some previous techniques for comparison
purposes. In [10] and [12] we proposed two mechanisms
to prevent network congestion. We will refer to them as
(Linear Function ) and (DRIL ), respectively. Finally, re-
sults without any injection limitation mechanism (No-Lim )
are also shown.

First, we will focus on fairness. With low traffic rates
(not shown) message injection limitation mechanisms do
not impose any restriction, so the behavior is the same for all
mechanisms. On the contrary, with high traffic rates, mes-
sage injection mechanisms are working. As the injection
rate is the same for all nodes in the network, the average
number of messages sent by each node should be roughly
the same. Figure 4 shows the differences in the number of
messages sent per node (in %) for each analyzed mecha-
nism for the uniform distribution of message destinations
with 64-flit messages. Other message patterns or message
lengths have a similar shape. While theLinear Function
andALO mechanisms allows fairness,DRIL mechanism
presents large differences in sent messages for some nodes.
This is due to the fact that nodes compute its own thresh-
old in different moments (see [12]). The ones that compute

threshold first reduces injection and average traffic is re-
duced, so the rest of nodes computes a less restricted thresh-
old value. The differences in sent messages per node with
ALO are less than 13% in the worst cases, while withLin-
ear Function this value grows up to 21% and withDRIL
mechanism some of the nodes have injected about 60% less
messages than the rest and even one of them is under 80%.

Figures 5 and 6 show the average message latency, stan-
dard deviation of latency and percentage of detected dead-
locks for the analyzed mechanisms for the uniform message
destination distribution and for 16-flits and 64-flits mes-
sages, respectively. As we can see, any of the three mech-
anisms helps in preventing network saturation and perfor-
mance degradation. However, theALO mechanism intro-
duces the lowest latency penalty and achieves the highest
throughput. Notice that latency penalty is due to the in-
creased time that messages stay at the source nodes before
being injected. Also, any of the message injection limitation
mechanism reduces the percentage of detected deadlocks to
negligible values (0.06% in the worst case).

Figures 7 to 10 display the results for the permutation-
based traffic patterns analyzed. As results for 16-flits and
64-flits messages are qualitatively the same, we will only
show the results for 16-flit messages. As we can see, mes-
sage injection is mandatory to avoid severe performance
degradation and keep low the percentage of detected dead-
locks. TheALO injection limitation mechanism allows
usually the highest network throughput. From the latency
point of view, theALO injection limitation mechanism
achieves a good behavior for all message patterns, although
in some cases another mechanism obtains slightly lower la-
tencies. However, whenALO is outperformed by other
mechanisms, its behavior is close to the mechanism that
reaches the best results.

Concerning the percentage of detected deadlocks, all the
message injection limitation mechanisms helps in consid-
erably reducing them. If any message injection limitation
mechanism is not applied, the number of detected dead-
locks when the network enters saturation is very high. We
have obtained deadlock detection rates greater than 70%,
35% and 20% (not shown in the figures) for complement,
perfect-shuffle and bit-reversal traffic patterns, respectively.
The ALO achieves the lowest deadlock detection rate for
all distributions but the bit-reversal one and the uniform one
with 64-flit messages.

In summary, theALO mechanism presents a good be-
havior for all the message destinations and message lengths
analyzed. This results, together with its simple implemen-
tation suggest that theALO mechanism outperforms cost-
effectiveness of previous proposals.

5. Conclusions

In this paper, we have proposed a new message injection
limitation (ALO) mechanism to prevent network saturation.
By using this mechanism, the number of cyclic dependen-
cies that may result in deadlocks is considerably reduced.
As a consequence, the performance degradation that typi-
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Figure 4. Differences in sent messages per node for Linear Function, DRIL and ALO. Uniform distri-
bution of message destinations. 64-flit messages. Traffic rate of 0.65 flits/cycle/node.

cally occurs in both deadlock avoidance and recovery tech-
niques is removed.

The proposed mechanism uses only information about
the status (free or busy) of the useful virtual output chan-
nels (the ones that are provided by the routing algorithm)
to estimate network traffic. Message injection is allowed
only if any of the useful physical channels is completely
free (none of its virtual channels is busy), or all the useful
physical channels are partially free (at least one of its vir-
tual channels is free). The proposed mechanism needs to be
implemented in the routing control unit but it is very simple
and does not affect clock frequency, because it is not on the
critical path. In addition, it does not need any adjustment.

The evaluation results show that the mechanism is able
to avoid performance degradation for all the traffic patterns
analyzed, eliminating the lack of fairness found on other
mechanisms. On the other hand, the new mechanism out-
performs the previous proposals for almost all message des-
tination distributions, increasing throughput and reducing
latency and deadlock detection rate. However, when any of
the previous mechanisms outperform the new one, its be-
havior is close to the mechanism that reaches the best re-
sults. Finally, its implementation is much simpler than any
of the previous approaches.
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Figure 5. Average message
latency and standard devia-
tion of message latency ver-
sus traffic. Uniform distribu-
tion of message destinations.
16-flit messages.
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Figure 9. Average message la-
tency and percentage of de-
tected deadlocks versus traf-
fic. Bit-reversal traffic pat-
tern. 16-flit messages.
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Figure 10. Average message
latency and percentage of de-
tected deadlocks versus traf-
fic. Perfect-shuffle traffic pat-
tern. 16-flit messages.


