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Abstract
The IBM RS/6000 SP is one of the most successful commer-
cially available multicomputers. SP owes its success partially
to the scalable, high bandwidth, low latency network. In this
paper, we present the adaptive routing scheme used in the new
SP network switch chip called the Switch24. We show that
the adaptive routing methods outperform the oblivious rout-
ing methods on SP like multistage networks. It is shown that
the adaptive routing increases the network throughput by up
to 229% over oblivious routing in some cases. We also study
the e�ect of output selection functions on the network perfor-
mance. We present six di�erent output selection functions and
study their performance for di�erent system parameters and
communication patterns through extensive simulation. The re-
sults show that three of these selection functions perform sim-
ilar to each other and outperform the other selection functions
consistently. Therefore, unlike previous research �ndings for
meshes and tori [9], there is no need to use multiple (or hy-
brid) selection functions to obtain the best performance for
the SP like bidirectional multistage interconnection networks.
We also provide an analysis of the cost-e�ectiveness of di�er-
ent selection functions with respect to the complexity of their
hardware implementations.

1 Introduction
A high performance interconnection network [4] is a crucial
component in multicomputer and clustered systems today.
Parallel and distributed applications depend on interconnec-
tion networks for achieving good overall performance. One of
the keys to achieving good network performance is the rout-
ing decisions made within the network. Routing decisions can

1This author's work is supported in part by an IBM Cooperative

Fellowship award. Work presented in this paper was performed

while visiting the IBM T. J. Watson Research Center.
2This author's work is supported in part by an NSF Career

Award MIP-9502294, NSF Grant CCR-9704512, and an Ameritech

Faculty Fellowship award.
3To whom all correspondence should be addressed.
4Note that Switch2 is an experimental technology. This is not

a product announcement. Furthermore, no assumptions should be

made regarding availability of Switch2 as a product in the future.

Switch2 is not an IBM internal or external or a product name. It

is used as a place holder in this paper.

be classi�ed as adaptive or oblivious [8]. In adaptive rout-
ing schemes, switching elements choose a route among several
options and the route selection is done dynamically depend-
ing on the network traÆc. In the oblivious routing scheme a
�xed routing decision{oblivious to the traÆc is made. Thus,
a message can use only a predetermined single path between
the source and destination nodes. For these reasons adap-
tive routing networks perform better than oblivious routing
networks in many cases. This paper focuses on the adaptive
routing features of the recently developed Switch2 chip which
may be used in future IBM RS/6000 SP networks.

The RS/6000 SP system is one of the most successful
parallel systems commercially available today. The SP sys-
tem's success is partly due to the scalable, high bandwidth,
low latency SP interconnect. The recently developed Switch2
chip [16] has many enhancements over its predecessors, includ-
ing higher link rate of 500 MBytes/s, larger internal bu�ers,
faster cycle time, and support for longer links. However, one of
the most important architectural enhancement of the Switch2
chip is the support for adaptive routing function. A hardware
multicast support has also been added to Switch2 although it
will not be discussed in this paper.

In adaptive routing, a switching element (e.g. Switch2)
examines the header of an incoming message and may deter-
mine that more than one output port are available for for-
warding the message to its destination. The switching ele-
ment uses an output selection function to decide which out-
put port will be used [5, 8]. It has been shown that using
a proper output selection function is important for achieving
good adaptive routing performance [7, 9, 13]. In this paper, we
focus particularly on the output selection functions for SP-like,
Bidirectional Multistage Interconnection Networks (BMIN).
BMINs have aggregate bandwidth scaling linearly as the num-
ber of nodes increases, as do unidirectional multistage net-
works. They have smaller diameter than the mesh and torus
networks (e.g. O(logN) vs. O(N0:5)). Fat trees [11] and least
common ancestor networks [12] are examples of BMINs.

Previous studies on output selection functions have fo-
cused on the mesh and torus networks [3, 7, 9, 10, 13, 20, 21].
To the best of our knowledge, output selection functions for
BMINs or MINs have not been studied to this date. In this



paper, we focus on this challenge. Based on the architectural
characteristics of the Switch2 switch chip and SP-like BMINs,
we introduce six output selection functions with di�erent hard-
ware complexities. These functions are: LRU, MRU, RND,
RR, LRUC, and LRUD. The performance of adaptive routing
on SP-like BMINs with the proposed output selection func-
tions is studied with extensive simulation. A set of di�erent
traÆc patterns, di�erent network sizes, and a range of message
lengths are used in the simulation experiments. Simulation re-
sults reveal many interesting properties of adaptive routing on
BMINs. The main contributions of this paper are:

1) We describe the adaptive source routing architecture of the
recently developed Switch2 chip. Switch2 combines adaptive
routing and source routing which is a unique feature. Adaptive
source routing method allows a source node to send messages
in fully or partially adaptive or in oblivious fashion on a per
packet basis. Performance of oblivious routing and adaptive
routing network are compared by simulations.

2) We propose three variations of the LRU output selection
function: per input least recently used (LRU), centralized least
recently used (LRUC), and destination based least recently
used (LRUD). These functions attempt to capture and clas-
sify output selection history of previous messages and then
make future output decisions based on this information. LRU
captures information in a per input port basis. LRUC cap-
tures information in a per switch chip basis by taking infor-
mation from all input ports. LRUD captures information from
all input ports and classi�es them according to their destina-
tions, hence keeping more detailed information. We discover
through simulations that LRUC performs worse than LRU.
This result is totally unexpected and counterintuitive. We
also show that the LRUD performs marginally better than
LRU. We �nd no signi�cant performance di�erence between
LRU and RR (round robin) output selection functions. We
also show that the MRU (per input most recently used) and
RND (random) output selection functions do not perform well.
These results and observations provide us guidelines to design
a switch with the best selection function.

3) We observe that good performing selection functions must
minimize contention in the downward path from the least
common ancestor (LCA) switches (of source{destination node
pair) to the destination node. Because when adaptive routing
is used in BMINs, contention occurs only in the downward
path from an LCA switch to the destination node where no
adaptive choices are left, hence message must follow a �xed
route. The LRU and RR selection functions accomplish this
objective in a probabilistic manner by distributing the mes-
sages throughout the upward paths to the LCAs. The pro-
posed destination based LRU (LRUD) output selection func-
tion attempts to accomplish this objective in a more determin-
istic manner than the LRU selection function, however with
increased hardware complexity.

4) We discover that the best selection functions for BMINs are
not dependent on the traÆc pattern, message size, or system
size. Therefore in BMINs there is no need to implement (in
hardware) multiple selection functions for di�erent classes of
traÆc. This is contrary to the �ndings of other researchers [9]
which suggest that no single selection function works best for

all communication patterns in meshes and tori.

5) We discuss the hardware complexity of implementing the
output selection functions and show which selection function
provides a good cost/performance ratio.

6) We �nd no oblivious routing scheme that performs signi�-
cantly better than adaptive routing in BMINs. This is unlike
the �ndings in [9] which indicates that oblivious routing works
better than adaptive routing in the mesh and torus networks
for some types of traÆc.

The rest of this paper is organized as follows: In Sec-
tion 2, we give an overview of the SP switch. The basic routing
issues and the SP topology are discussed in Section 3. In Sec-
tion 4, we present the new adaptive source routing architecture
of the Switch2 chip and describe the candidate output selec-
tion functions for adaptive routing. In Section 5, we present
the performance evaluation results and provide a discussion
on the performance of di�erent selection functions. Related
work is discussed in Section 6. In Section 7, we present our
conclusions.

2 An Overview of the SP Switch
Before discussing the adaptive routing function of the Switch2
chip, we present important features of the current SP network
products. The current generation of SP networks are built
with a set of SP Switch building blocks. The current gener-
ation SP Switch building block is an 8 � 8 switch chip that
achieves link bandwidths of 150 MB/s/link/direction, and this
switch chip is architecturally similar to the 40 MB/s Vulcan
switch chip [17] used in the original IBM SP1 [1, 18] and
SP2 [19] High Performance Switch networks. The basic or-
ganization of an SP switch chip is shown in Fig. 1.

8x9
Crossbar

Service

Central
Buffer

Output 
Port 0

Output
Port 7

9x8
Crossbar

Input 
Port 7

Input 
Port 0

1 byte

Figure 1: The SP switch chip organization.

Current SP Switching network products use wormhole
routing [6] which consists of both it-based ow-control and
cut-through switching. In it-based ow-control, a packet
is broken into small units called its, or ow-control digits.
A it is the smallest unit of a packet that can be accepted
or rejected by the ow-control mechanism. In cut-through
switching, once the packet header (which contains the route)
is received, the route is decoded, and an immediate attempt is
made to forward the packet to the desired output port through
the main crossbar. In SP systems, if this attempt fails because
the output port is busy, then the switch chip instead begins
to transfer the packet to the central bu�er (Fig. 1).

In most wormhole implementations, when a packet can-
not be routed to the desired output port, it is blocked in place,
immediately resulting in head-of-the-line blocking, which pre-
vents any subsequent packet at that input port from being for-
warded. However SP switches contain a large central bu�er in



which packet its can be stored when an output port is busy.
In most cases, the packet can be stored in this central bu�er.
This frees a subsequent packet at that input port to continue
to its destination provided it exits from another output port.
This technique is named bu�ered wormhole routing [19]. The
central bu�er space is dynamically shared according to de-
mand from the input ports, which increases maximum utiliza-
tion in the switching element.

When an input port receives a it, it stores it in the input
bu�er. Concurrently, the input port may also be fetching its
out of this bu�er. When a packet header is fetched from the
input bu�er, the route is decoded and a crossbar request is
made to the indicated output port. Each idle output port
which receives crossbar requests grants one of the requests on
an individual LRU basis for fairness. If an input port receives
a grant from the output port, the packet header is immediately
sent through the main crossbar to the output port, and the rest
of the packet is also sent through the crossbar in a pipelined
fashion.

3 Routing and Topology
In the current and previous generations of SP switch chips, the
switches are source-routed [16], which means that the routing
decision for each switch chip is embedded within the mes-
sage packet. Each switch chip decodes and then discards the
�rst route �eld in the packet. Each route �eld contains a
3-bit encoded output port ID. Source routing allows di�er-
ent packets going to the same destination to traverse di�erent
paths based upon the embedded route. It is straightforward
to bypass faulty links or switches using source routing, and,
in principle, no switch chip setup is required before sending a
source-routed packet through that switch chip.
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Figure 2: A 16-node SP switching network.

Even though the source routing technique assumes no
particular topology, certain topologies are more scalable in ag-
gregate bandwidth than others. Because SP systems are posi-
tioned to be highly scalable, the choice of topology is critical.
From the earliest SP1 machines, the IBM SP systems have
been built with only bidirectional multistage interconnection
networks (BMINs). An example of a BMIN is the 16-node SP
network shown in Fig. 2, where each block represents a switch

chip in the network. Similar to the uni-directional multistage
networks, these networks scale aggregate bandwidth linearly
as the number of nodes increases. BMINs reward communica-
tion locality, and require no virtual channels to avoid deadlock
among packets in the network. Fat-trees [11] and least com-
mon ancestor networks [12] are examples of BMINs. Figure 2
shows the path of two packets sent from node P13. The �rst
message is destined for P8, and need only be routed through
one switch chip. The second message is destined for P6, and
traverses three switch chips. Note that any of the four right-
hand-side switch chips could have served as the second switch
chip in the path of this packet. In all cases a minimal (shortest-
path) route is selected. Note that the node numbering in Fig. 2
is same as the numbering used in 16 node SP systems and it
is an artifact of the wiring layout.

S

D

Figure 3: A 128-node SP switching network. A subset of
the entire set of links is shown.

Another SP network example for 128 nodes is shown in
Fig. 3. This network consists of two sets of 64 nodes on the
left-hand-side and right-hand-side of the network, respectively.
Eight node switch boards on both sides connect to 128 nodes,
and four intermediate switch boards in the middle intercon-
nect left-hand-side and right-hand-side node switch boards.
Figure 3 illustrates only a subset of the network links for sim-
plicity. Missing links follow the same wiring pattern between
the node switch boards and intermediate switch boards.

Current generation SP networks use non-adaptive (com-
monly known as oblivious) routing. In oblivious routing, the
routing decision for each switch chip is made apriori, and in
the source routing method these decisions are embedded in
the message packet header by the source node. In richly inter-
connected networks many routes may exist between a pair of
source and destination nodes. For example, in Fig. 2 there are
four minimal routes from P13 to P6, and in Fig. 3 there are
64 minimal routes from node S to D. Therefore, an important
issue in oblivious routing is to decide which of the multiple
routes to use for a given packet. Current generation SP net-
works use a method known as 4-route oblivious routing. In
this method, on each node, the network interface maintains
a route table containing four separate routes per destination
node. The four routes are generally di�erent. Each node sends



consecutive messages destined to a node through these four
routes in a round{robin fashion. The objective of this scheme
is to spread message traÆc as much as possible across the net-
work and eliminate potential \hot-spots." The 4-routes per
source{destination pair are selected by a static load balancing
algorithm that attempts to distribute the aggregate network
traÆc evenly across all the links [1]. More than four routes per
destination could have yielded better performance. However,
a tradeo� was made to minimize memory requirements of the
route table in the network interface adapter [1].

4 Adaptive Routing and Output

Selection Function
In this section, we �rst discuss the architectural support for
adaptive source routing in Switch2 switches. Then, we explain
how the routing information for adaptive source routing is
embedded in packets. We also discuss how six di�erent output
selection functions perform the selection operation.

4.1 Adaptive Source Routing
One of the most important architectural enhancement in the
Switch2 chip is the adaptive source routing. Multicast routing
function was also added to Switch2 but will not be discussed
in this paper [16]. We should emphasize that although the
adaptive routing capability exists in the Switch2 chip, the use
of it depends on the software that controls the route format at
the network interface. Any product level use of this function
might be phased in over time as experience is gained in its
application.

In non-adaptive (or oblivious) routing, a �xed routing de-
cision is made for traveling between a source and a destination
node. Each switch must forward the message through a �xed
output port regardless of the traÆc conditions. For exam-
ple if the pre-determined output port is busy, the packet will
wait until that port becomes available, although there may be
other ports available in the switch. In contrast, adaptive rout-
ing methods allow for more than one choice of output ports
and routing decisions are made by the switches. A switching
element may forward the packet to one of many output ports
making the routing decision on the y as the packet header
is decoded. For example, it may forward the packet to an
available output port or a less busy output port if several are
available.

While the Switch2 chip supports adaptive routing, for
many reasons including backward compatibility, Switch2 must
also continue to support oblivious routing and even a mix
of oblivious and adaptive routing. Existing adaptive routing
schemes rely on distributed routing techniques (destination
routing) as opposed to source routing. For example, in a reg-
ular 2-D mesh, an intermediate switch can, based upon the
destination address or a distance vector from the destination,
choose from more than one output port that will lead to that
destination. Fault-tolerance becomes an issue for such net-
works, as faulty links make it possible to select a link that
eventually leads to a dead-end. This problem is sometimes
addressed by adding virtual channels for adaptive routing
and/or by allowing non-minimal routing. A more powerful
fault-tolerance capability can be achieved though a form of
destination routing known as table-lookup routing, in which

each packet carries a logical address that is used to index a
route lookup table inside each switch in the path. The tables
throughout the network can be con�gured to avoid dead-ends.
However, in all of these schemes, the source processor has no
per-packet control over the route or the amount of adaptivity
allowed for an individual packet. Instead, the routing decisions
are made by the switches distributed throughout the network.
For SP systems, we desire to maintain control over adaptiv-
ity at the source node, and to use minimal routing without
any need for virtual channels. For instance, in-order packet
arrival may be required in some cases but not others. All of
these objectives are met by adaptive source routing when used
in conjunction with BMINs [2].

4.2 Route Speci�cation
In adaptive source routing, just as in the current SP source
routing technique, the source node embeds a single route �eld
for each switch chip to be traversed in the path. However, for
adaptive route �elds, a 4-bit �eld is used to specify the per-
missible set of output ports instead of a single output port. To
see why this is suÆcient, recall the SP BMIN topology shown
in Fig. 2. Each packet in an SP network traverses a minimal
path, traveling away from the source node to some least com-
mon ancestor (LCA) of the source and destination nodes. (In
Fig. 2, for the packet traveling to P6, any of the right-hand-
side switches is an LCA of the P13-P6 pair of nodes.) The
packet then travels downward to the destination. To main-
tain a minimal route, there is only one path downward from
an LCA. Thus all adaptivity must occur on the upward path.
Each routing decision along the upward path involves at most
the 4 output ports on the upper side of the switch chip. As
shown in Fig. 4, the entrance port guides the interpretation of
the route �eld. On the upward path to LCA, a packet enter-
ing the switch chip from one side must always exit from the
other side. Therefore, the adaptive routing nibble needs to
specify only 4 bits each corresponding to an output port on
the opposite side of the input port.

0 1 2 3

4-Bit Adaptive 
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If entering 
ports 0-3 
can exit 
from port

Port 7

Port 6
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Port 4

Port 3

Port 2

Port 1

Port 0

If entering 
ports 4-7
can exit 
from port

Figure 4: Adaptive routing nibble bits set to '1' indicate
which ports a message can exit from.

Because there is only one route �eld per switch stage in
the message header, any LCA switch reachable via the adap-
tive choices must have the same downward view of the desti-
nations. Fortunately, this is an inherent property of fat-tree
networks, and in most current SP networks this is also the
case. For instance, to send a packet from P6 to P13, the
same port (port 2) of each LCA switch leads to the destina-
tion (Fig. 2). There are SP network topologies in which only a
subset of LCAs satisfy this property. For these networks, the



adaptivity on the upward path can be restricted with adap-
tive source routing so that only this subset of LCA switches
will be reached. Note that a 4-bit adaptive route �eld is not
suÆcient to determine the LCA switch (the point at which
the packet must turn and continue non-adaptively). There-
fore Switch2 packets also carry an initial �eld in the �rst it
which maintains the number of remaining adaptive routes in
the packet. All remaining route �elds in the packets are non-
adaptive, and carry the same format as previous generations
of SP switch chips. This has the added advantage that the
routes generated for older SP systems can be trivially embed-
ded in Switch2 packets.

For example, consider the 128 node network in Fig. 3.
From source S to destination D there are 64 di�erent routes
out of which a message may follow one route to avoid network
congestion. In the �rst three stages of switches (in the upward
path to the LCAs) a message has a choice of four output ports
per stage thereby having a total choice of 4 � 4 � 4 = 64
di�erent routes. The �rst three stage switches will adaptively
decide on one of the 64 routes. Once the message moves on
to the fourth stage (in the downward path from LCA), it has
no choices left but must exit from a �xed port in each stage.
Therefore, in overall there are a total of 64 possible routes
from node S to D. The example in Fig. 3 illustrates the power
of adaptive routing in BMIN where a single oblivious route
is replaced by 64 possible routes, one of which needs to be
selected dynamically depending on the traÆc.

In Fig. 3 since there are six stages of switch chips from S
to D, the 4-bit routing �elds in the message packet will be in
the form of A;R1; R2; R3, R4; R5; R6 where A = 3 indicates
that there are three adaptive routing �elds followed by the
non-adaptive routing �elds. Each switch chip decrements A
while consuming the �rst adaptive routing �eld. The source
node may set a �eld as R = 1111 instructing the corresponding
switch that any one of the four output ports may be used. For
maximum adaptivity, hence performance, the �rst three route
�elds can be set to R1 = 1111, R2 = 1111, and R3 = 1111.
Alternatively, the source node S may send the message par-
tially adaptive by turning o� some bits in R1; R2; or R3. The
source node may also send the packet obliviously by setting
only one bit in each of the three adaptive �elds. Thus, the
number of distinct routes a packet may follow is:

Nroutes = jR1j � jR2j � � � � � � � � jRn�1j � jRnj

where jRij is de�ned as the number bits set in the routing �eld
Ri.

Being able to specify the degree of adaptivity on a per
packet basis and at the source node is one of the unique ad-
vantages of the Switch2 chip. This architecture is not only
backward compatible with previous generations of SP net-
works but it also allows a mix of adaptive and oblivious traÆc
to coexist in the same network. For example, for in-order-
delivery, consecutive packets may be sent obliviously through
a single route (Nroutes = 1), while other packets not sensitive
to in-order delivery may be sent with maximum adaptivity
(Nroutes = max). For security or partitioning purposes, pack-
ets may be sent partially adaptive to avoid certain regions of
the network (1 < Nroutes < max).

4.3 Output Selection Function in Adap-

tive Routing
In the Switch2 chip when an input port decodes an adaptive
route �eld, if more than one output port is a candidate, the
input port requests service from all of these output ports. All
free output ports will grant the service request. If one or more
grants are received from the output ports, the input port se-
lects a winning output port among granted ports and immedi-
ately begins forwarding data to that output port through the
crossbar. The losing output ports are noti�ed that they are
free to grant requests from other input ports. If no grants are
received, the packet is routed to the central bu�er, just as for
non-adaptive packets. The Switch2 chip implements the LRU
output selection function described below. We also discuss
here several alternative selection functions that we considered
and simulated.

Random (RND) Selection Function: One output port is
randomly selected from the set of output ports which have
granted input port's service request.

Least Recently Used (LRU) Selection Function: In the
switch chip, every input port keeps an ordered list of all the
output ports. For example, in the 8 port Switch2 chip there
are 8 lists. Each list is kept ordered based on the last time an
output port is used by a message entering from this input port.
After the input port makes a service request, among all of the
granted output ports, the least recently used output port wins
the selection. The motivation for LRU selection function is to
distribute message traÆc evenly among all output ports.

Most Recently Used (MRU) Selection Function: This
selection function is similar to the LRU selection function ex-
cept that the list is ordered in reverse. After the input port
makes a service request, among all the granted output ports,
the MRU port wins the selection. The motivation for MRU
selection function is to see if multi{packet messages will per-
form better if they are concentrated into a single output port
in order to avoid mixing with other traÆc throughout the net-
work.

Round Robin (RR) Selection Function: In the 8-port
switch chip, each input port has a 3-bit register called RRID,
which holds the ID (ID=0...7) of the most recently used output
port used by a message entering from the input port. After
the input port makes a service request, one or more output
ports will grant the request. The RR selection function is
such that the RRID register is incremented (modulo 8) until
a granted output port is found whose ID matches the RRID
register. Thus, granted outputs are considered in round robin
fashion starting with the last output port number + 1 (mod 8).
Note that the RR function is not same as the LRU function.
Because LRU keeps a history of all output ports and favors
un-granted (busy) output ports by increasing their priority,
whereas RR doesn't keep any history except for the most re-
cently output port ID.

Centralized Least Recently Used (LRUC) Selection
Function: LRUC is similar to the LRU selection function.
The di�erence is that in the LRUC selection function there
is only one LRU list per switch chip, while the LRU selection
function uses one LRU list per input port. The motivation
behind the LRUC function is to make the input ports share



one LRU list thereby making a switch-chip-wide decision when
balancing the output traÆc. In contrast, in the LRU selection
function described above, the input ports do not share their
LRU information. For example, an output port may appear
as the least recently used output port in one input's LRU list
and it may appear as the most recently used output another
input's LRU list. To �x this seemingly contradictory situation
we consider the LRUC selection function.

Destination based Least Recently Used (LRUD) Se-
lection Function: Similar to the LRU selection functions,
LRUD uses multiple LRU lists. However, in every switch chip
there is one LRU list per node switch in the network. A node
switch refers to a switch chip which is connected to one or more
(usually four) nodes. For example, in Fig. 2 there are 4 node
switches connecting to the nodes P0{P15 on the left-hand-
side of the network and in Fig. 3 there are 32 node switches
connecting to 128 nodes on both sides of the network.

The motivation behind the LRUD selection function is
to make a network-wide decision when selecting output ports
in a switch chip. The LRUD function attempts to keep sep-
arate LRU history of messages going to the same destination
in the network. This permits consecutive incoming messages
going to di�erent destinations to use the same output port.
Since consecutive messages will use separate downward paths
from LCAs, even if the �rst message is blocked downstream,
the next message(s) can continue because they will be using
di�erent output ports in the LCA switches. For example, in
Fig. 2 consider the message path from P13 to P6 which uses
output port 2 in the LCA switch. Consider another message
path from P12 to P15 using the same LCA switch, however
using output port 3. Therefore they use separate ports in the
LCA switch and due to the central bu�er in the SP switches,
there is a high probability that the second message can con-
tinue even if the �rst message is blocked on port 2.

5 Performance Evaluation
In this section, we �rst give an overview of our simulation
setup. Then, we compare the performance of oblivious rout-
ing schemes with that of the adaptive source routing. Then,
we evaluate the performance of the adaptive routing with dif-
ferent output selection functions. We provide a comprehen-
sive discussion about the e�ect of output selection functions
on the network performance. We also provide a comparison of
the hardware complexity of these selection functions and show
which selection function is the most cost{e�ective function.

5.1 Simulation Setup
To evaluate the performance of di�erent routing schemes, we
conducted network simulations. We used a it level simulator
based upon a C++ model of SP-like switches. The simulated
switches implement bu�ered wormhole routing [19] for ow-
control and contain a 4 KB dynamically-shared central bu�er.

All simulations assume an open network model contain-
ing idealized processor nodes: the nodes contain an in�nite
transmit queue bu�er, and packet its are immediately pulled
from the network as they arrive. We assume an exponential
distribution for message injection time (message arrival time).
We apply a range of loading to the network, in increments of
0.1, where a load of 1.0 indicates that each node is injecting

packets in the network at the maximum link data rate. La-
tency results include input queuing time and are not shown
after saturation (steady-state latency is in�nite after satura-
tion, assuming in�nite input queues). The maximum packet
size is 1 KB, and messages longer than 1 KB are broken into
multiple packets before transmission.

The open network model makes it possible to \stress"
the network to a far greater degree and cause more contention
than might be possible in a real environment. For instance,
in the SP systems, the processor software and the network
interface hardware control the injection of message packets
via strategies such as end-to-end ow control and message in-
terleaving that signi�cantly reduce the possibility of network
saturation and the creation of \hot-spots" [15]. However, the
open network model simpli�es analysis by removing the com-
plex software and network interface factors, and makes it pos-
sible to examine a single issue: the contribution of the output
selection function to the performance of adaptive networks.

We simulated two oblivious routing schemes: the one-
route oblivious routing (O1) and the four-route oblivious rout-
ing (O4) as described in Section 3. In the O1 routing only one
route between each source and destination pair is used. The
O4 routing uses four di�erent routes for each pair of source
and destination nodes. A source node uses the four routes
in round robin fashion for consecutive message packets sent
to a destination. We simulated the adaptive routing with six
di�erent output selection functions: LRU, MRU, RND, RR,
LRUC, and LRUD.

For a more comprehensive study, in addition to the ran-
dom traÆc, we used three other permutation traÆc pat-
terns: bit-complement, matrix-transpose, and bit-reversal per-
mutations. In bit-reversal, a source processor represented
in binary by sn�1sn�2 : : : s1s0 sends messages to destina-
tion s0s1 : : : sn�2sn�1. For bit-complement, this source sends
to sn�1sn�2 : : : s1s0. In matrix-transpose, the destination is
sn
2
�1sn

2
�2 : : : s1s0sn�1sn�2 : : : sn

2
+1sn

2
.

We used two topologies, for 16 node and 128 node sys-
tems illustrated in Figs. 2-3 and six di�erent message sizes,
128, 256, 512, 1K, 2K, and 4K bytes. We applied input loads
from 0.1 to 1.0 in increments of 0.1. All combinations of these
methods result in 6� 2� 6� 4� 10 = 2880 individual simula-
tion runs (each corresponding to a data point on the latency
curves.) We ran each simulation for 1 million switch cycles.
We chose a cold{start time of 100,000 cycles after which we
started measuring latency. If measured average latency re-
mains constant then the network is in steady state, if it keeps
increasing then it means that the network is saturated.

We ran all simulations on a 32 node RS/6000 SP farm at
the T. J. Watson Research Center. Each simulation run takes
tens to 100s of minutes depending on the load and size of the
network. A total of 2880 datapoints would take tens of days
if they were to be executed on a single computer. Thus, the
availability of 32 nodes shortened this time signi�cantly and
allowed exploration of many di�erent selection functions.

5.2 Simulation Results

Figure 5 illustrates the average message latency on a 16-node
system under the bit-reversal traÆc pattern. With one-route



oblivious routing method (O1), the 16 node network saturates
very quickly. In general, the one-route oblivious either per-
forms very well or very poorly depending on the permutation.
Due to its dismal worst case performance and greater perfor-
mance variations, it is not being used in SP networks, and we
do not consider one-route oblivious further in this paper.

Figure 5 shows the performance advantage of adaptive
routing over four-route oblivious. With four-route oblivious
the network saturates earlier than with the adaptive routing.
In the rest of this section we will focus on the e�ect of out-
put selection function on the performance of adaptive routing.
We also present the results for the four-route oblivious along
adaptive routing algorithms.
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Figure 5: Adaptive routing and oblivious routing latency.

Figure 6(a) shows the peak throughput of the network
(as a percentage of maximum possible) using the four-route
oblivious routing and the adaptive routing algorithms with
di�erent selection functions and for 128-byte messages on a
16 node system under random traÆc. All algorithms perform
more or less the same for small message traÆc. Figure 6(b)
is for the same conditions, except message size is 4096-bytes,
which shows that all adaptive routing algorithms perform the
same regardless of the choice of output selection function. For
long messages, LRUD outperforms the others negligibly. How-
ever, all adaptive algorithms perform better than the oblivious
algorithm.

The results for the bit-reversal permutation shown in
Fig. 7(b) show that the MRU selection function performs
poorly for long messages. The throughput for the MRU se-
lection function is 0:75 while the LRU, LRUC, and LRUD
achieve a throughput of 0:99. The other selection function
which performs slightly worse is the RND selection function.
The peak throughput for 4096-byte messages for the RND se-
lection function is 0:92.

Figures 8 and 9 illustrate the performance of the oblivi-
ous routing and the adaptive routing with di�erent selection
functions in a 128-node system. It can be observed that the
adaptive routing algorithms outperform the oblivious routing.
The performance of all of the selection functions are the same
for 128-byte messages under the random traÆc (Fig. 8(a)).
The MRU and LRUC perform slightly worse than the other
adaptive selection functions for long messages (Fig. 8(b)). The

simulation results for the bit-reversal traÆc is shown in Fig. 9.
It can be observed that using the adaptive routing instead of
the four-route oblivious routing results in more than 229%
improvement in the peak throughput. It can be seen that for
short messages LRU and LRUD outperform the rest of the
selection functions. The RND, RR, and LRUC selection func-
tions perform marginally worse than LRU and LRUD. The
MRU selection function performs poorly. For longer messages
(Fig. 9(b)), MRU and LRUC performs worse than the rest
of the adaptive selection functions, achieving a throughput of
0:55 and 0:54, respectively. It can be seen that using LRU
instead of LRUC increases the peak throughput by more than
30%.

To summarize the simulation results we can say that
for the random traÆc, all of the selection functions perform
well and LRU, LRUD, and RR outperform MRU, RND, and
LRUC only marginally. The performance of the studied se-
lection functions show a wider range for the bit-reversal traf-
�c. For this traÆc pattern, LRU and LRUD outperform the
other selection functions (LRUD performing slightly better
than LRU). The RR selection function shows a good perfor-
mance under the bit-reversal traÆc as well. The MRU selec-
tion function performs poorly across the board, while LRUC
and RND functions perform poorly for long messages. In the
next section, we discuss these results in detail.

5.3 Discussion
In this section, we �rst discuss the performance of the studied
selection functions and draw some conclusions. Then, we dis-
cuss the hardware complexity of implementing these output
selection functions. We �nally discuss which selection func-
tion seems to provide the best performance with a reasonable
hardware complexity.

One of the major observations is that each of the studied
selection function's performance is consistently same relative
to others under varying conditions. Those selection functions
which perform well and achieve the highest peak throughput
consistently do so for di�erent system sizes, message sizes and
traÆc patterns. This behavior is di�erent from that of selec-
tion functions studied on the mesh torus networks [9, 13]. This
characteristic may be attributed to the fact that in BMIN,
unlike meshes and tori, most nodes are equidistant. Unlike
meshes and tori, there is no \center" in BMIN where traÆc
needs to be routed around. BMIN performance is less sensi-
tive to mapping of tasks to nodes since nodes are equidistant
mostly. This leads us to the conclusion that only one output
selection function can be used in all of SP systems. There
is no need to use hybrid selection functions to improve the
performance of the system.

The BMIN used in SP systems is essentially a fat tree
interconnect. Messages sent from the source node traverse
uplinks to reach a least common-ancestor switching element.
There are multiple (e.g. 4) output ports that can be taken at
each of the switching elements before reaching a least common-
ancestor switching element. When the message arrives at a
least common-ancestor switching element there is only one
unique path (a set of downlinks) that can be taken towards
the destination node. In most cases, messages can �nd a free
output port while going up the tree by using adaptive rout-
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Figure 6: Peak throughput for the oblivious routing and adaptive routing with di�erent selection functions on a
16-node system with random traÆc pattern for (a) 128-byte messages and (b) 4096-byte messages.
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Figure 7: Peak throughput for the oblivious routing and adaptive routing with di�erent selection functions on a
16-node system with bit-reversal traÆc pattern for (a) 128-byte messages and (b) 4096-byte messages.

ing. However, when a message is traversing the downlinks,
if the desired output port is busy the message doesn't have
any other choice of output and has to wait. Therefore, it
is crucial to direct messages along the uplinks such that the
congestion and the chance of messages getting blocked while
messages are using the downlinks is minimized. In the absence
of any global knowledge about the traÆc on di�erent links of
the interconnect, the best way to avoid congestion seems to
be distributing the messages for any given source{destination
pair to all of the least common-ancestor switching elements of
the pair. In order to achieve this goal, choosing a selection
function which distributes the traÆc among the switching el-
ements of the BMIN (or fat tree) evenly becomes important.

The simulation results presented in Section 5.2 shows
that the RND and MRU selection functions do not perform
well. This can be attributed to the fact that when using these
selection functions, the traÆc does not get distributed evenly.
MRU wants to repeatedly forward messages incoming from a
given input port to one output port. RND, due to its random
nature, forwards at random times two or more consecutive
packets (i.e. multi-packet message) incoming from the same
input port to one output port, thus not helping with the dis-
tribution of messages.

From the simulation results it can be observed that the
LRUC selection function performs worse than LRU for long
messages. As stated before, the LRU selection function uses
an LRU list per input port and therefore consecutive packets
incoming to the input port are forwarded to di�erent output

ports. On the other hand, the LRUC selection function uses a
single centralized LRU list for all the input ports in the switch
chip. This does not help with the distribution of messages to
the output ports. To see this by example, consider any input
port Ix that forwards a packet to output port Oy. Now the
port Oy is the most recently used output, hence it becomes
the last element in the central LRU list of the switch chip.
However, at high workloads by the time another packet ar-
rives at Ix, incoming messages from other inputs would have
moved Oy up to the head of the LRU list hence making Oy

the least recently used output. Therefore, Ix �nds Oy as the
LRU output again and sends the message to the same output
port Oy again. This may result in hot spots downstream from
Oy.

As mentioned earlier in this section, congestion in the
SP network mostly happens in the downlinks. In particular,
messages going toward the same switching element connected
to a set of destination nodes will compete with each other for
the same resources. In order to distribute this traÆc among
all links and switching elements and reduce the congestion, we
used the LRUD selection function. In this method, the selec-
tion of output ports in the upward paths to least-common an-
cestor switches is based on the destination switching element.
By using a separate LRU list for each destination switching
element, we try to distribute the traÆc evenly among all possi-
ble uplinks and therefore all least common-ancestor switching
elements. From the simulation results it can be observed that
LRUD outperforms LRU. However, the obtained improvement
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Figure 8: Peak throughput for the oblivious routing and adaptive routing with di�erent selection function on a
128-node system with random traÆc pattern for (a) 128-byte messages and (b) 4096-byte messages.
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Figure 9: Peak throughput for the oblivious routing and adaptive routing with di�erent selection function on a
128-node system with bit-reversal traÆc pattern for (a) 128-byte messages and (b) 4096-byte messages.

is negligible. LRUD requires the switch chip to examine and
determine the �nal destination from the packet header unlike
source routing. It also requires lot more resources than other
selection functions; in each switch chip for every destination
switch in the network, one LRU list is needed. The marginal
performance improvement of LRUD is not worth the extra
hardware complexity.

From the simulation results it can be observed that the
performance of the RR scheme is comparable to that of the
LRU and LRUD schemes and in most cases is as good as them.
Therefor, we can conclude that LRU, RR, and LRUD schemes
performs better than other schemes.

Another important factor in choosing a selection func-
tion is the cost of the hardware implementation. Consider-
ing the number of the LRU lists required for implementing
the LRUD selection function and the LRU selection function,
it's clear that the LRU selection function is a better choice
than LRUD. The implementation of the RR scheme requires
less chip area than the LRU scheme. To be more speci�c,
the implementation of the LRU scheme on IBM RS/6000 SP
switch chips require n(n + 1)=2 latches or ip-ops, n(n � 1)
2-input NAND gates, and n n-input NAND gates where n is
the number of switch ports (e.g. n=8 for Switch2). A faith-
ful implementation of the RR function requires a very sim-
ilar amount of combinational logic, but only requires log2 n
latches. As latches are typically far more area-intensive than
2-input NAND gates, the area required for latches is a worth-
while consideration. For instance, in one of IBM's recent com-

mercially available ASIC processes, scan-able latches required
between two and �ve times the area of 2-input NAND gates,
depending on the drive strength of each individual cell. In ad-
dition, reducing the number of latches can reduce chip testing
time.

Based on the performance and hardware cost of the stud-
ied output selection functions, it can be concluded that the RR
output selection function is the best one among these output
selection functions.

6 Related Work
Previous studies on output selection functions have been only
on the mesh and torus networks [3, 7, 9, 10, 13, 20, 21].
Schwiebert and Bell study routing algorithms named opt-y,
zigzag, and outside for 2-D meshes [13]. Opt-y uses one vir-
tual channel in the x-dimension and two virtual channels y1
and y2 in the y-dimension. Six di�erent selection functions are
obtained by taking permutations of x, y1, and y2. Authors
conclude that selection functions have substantial impact on
performance. Their results show that the zigzag selection
function, which is theoretically optimal, does not perform well
in practice since it concentrates traÆc in the center of mesh
for many communication patterns. Authors also show that the
selection function which prioritizes output ports in the x,y1,y2
order has the best performance.

Feng and Shin study selection functions in 2-D square
meshes and tori [9]. They simulate dimension-ordered, ran-
dom, and diagonal selection functions for oblivious and adap-



tive routing algorithms. They use random-uniform, bit-
complement, bit-reverse, and transpose traÆc patterns as the
workload in their simulations. They also study deection rout-
ing algorithms which use non-minimal paths. These authors
also conclude that selection functions have substantial impact
on performance. For random-uniform and bit-complement
traÆc on the mesh, the results show that the dimension-
ordered oblivious algorithm performs better than three di�er-
ent adaptive (minimum path) algorithms each with di�erent
selection functions. For transpose traÆc on the mesh, their re-
sults show that the adaptive algorithm with random selection
function performs better among all. For bit-reversal traÆc
on the mesh, their results show that the adaptive algorithm
with diagonal selection function performs best among all. In
conclusion, they suggest that the choice of selection function
must be tailored to the network traÆc on the mesh and torus.
Our results show that this is not required on BMINs.

7 Conclusions
In this paper, we have presented the adaptive routing scheme
used in the recently developed SP switch chip Switch2. We
have shown that adaptive routing schemes outperform the
oblivious routing methods. It is shown that adaptive rout-
ing increases the throughput by up to 229% over oblivious
routing in some cases. We have also presented a comprehen-
sive study of output selection functions and their impact on
the system performance. We have shown that the LRU, RR,
and LRUD output selection functions outperform the other
selection functions consistently. Unlike the mesh and torus
networks, in BMIN networks there is no need to use multiple
(or hybrid) selection functions to obtain the best performance.
We have also provided an analysis of the cost-e�ectiveness of
di�erent selection functions with respect to the complexity
of their hardware implementations. We have concluded that
the RR selection function is the most cost-e�ective selection
function while, the LRU and LRUD selection functions pro-
vide a slightly better performance with increased hardware
cost. Currently, we are studying output selection functions
in BMINs which take into account waiting time of messages
blocked in output ports.
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