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Preface

Following the long tradition of this well established event, the 5th International Workshop on High-Level Parallel Programming Models and Supportive Environments (HIPS 2000) provides a forum for researchers and developers from both academia and industry to meet and discuss the newest approaches and results in this active research area. It is again held in conjunction with IPDPS (formerly known as IPPS/SPDP), one of the premier events in the area of parallel and distributed processing.

Despite this long tradition of the HIPS workshop series, the topic — how to efficiently exploit parallel and distributed architectures with respect to performance and ease-of-use — has not lost any of its importance. On the contrary, with the rise of cluster architectures built from commodity–off-the-shelf components and possibly even interconnected with high–performance networking technologies such as SCI, Myrinet, or GigaNet, high-performance parallel computing has become available to a larger base of users than ever before.

Nevertheless, programming is still mostly restricted to the message passing paradigm, which with the advent of the de facto standards Parallel Virtual Machine (PVM) and Message Passing Interface (MPI) has reached a certain level of maturity. However, in terms of convenience and productivity, this parallel programming style is often considered to correspond to assembler-level programming of sequential computers.
One of the keys for a (commercial) breakthrough of parallel processing are therefore easy-to-use high-level programming models that allow to produce truly efficient code. In this respect, languages and packages have been established that are more convenient than explicit message passing and allow higher productivity in software development; examples are High Performance Fortran (HPF), OpenMP, thread packages for shared memory-based programming, and Distributed Shared Memory (DSM) environments.

Yet, current implementations of high-level programming models often suffer from low performance of the generated code, from the lack of corresponding high-level development tools, e.g. for performance analysis, and from restricted applicability, e.g. to the data parallel programming style. This situation requires strong research efforts in the design of parallel programming models and languages that are both at a high conceptual level and implemented efficiently. In addition, it is necessary to design and implement supportive tools and integrated programming environments to assist in the development of parallel and distributed applications. Hardware and operating system support for high-level programming, e.g. distributed shared memory and monitoring interfaces, are further areas of interest contributing to this goal.

The HIPS workshop series provides a forum to discuss these issues and present new approaches providing users with high-level models and tools that allow the easy and efficient exploitation of parallel and distributed architectures. It addresses a wide range of topics from different areas including, but not limited to:

- Concepts and languages for high-level parallel programming.
- Concurrent object-oriented programming.
- Distributed objects and components.
- Structured parallel programming (skeletons, patterns, ...).
- Software engineering principles.
- Automatic parallelization and optimization.
- High-level programming environments.
- Performance analysis, debugging techniques and tools.
- Distributed shared memory.
- Implementation techniques for high-level programming models.
- Operating system support for runtime systems.
- Architectural and high-speed communication support for high-level programming models.

These topics attracted numerous submissions to this year’s HIPS 2000. Each submitted paper was assigned to at least 3 program committee members and underwent a rigorous review process. The reviewers spent a lot of time and gave very detailed comments and recommendations, which lead to an initial list of accepted papers. The program committee members were then given the opportunity to resolve differences in opinion. At the end, after a short second reviewing process for some disputed papers, 10 high-quality papers (listed further below) have been selected for publication. These are presented, together with one invited talk, during the workshop on May 1st, 2000.
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