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Abstract

A framework for task assignment in heterogeneous computing systems is presented in this work. The framework is based on a learning automata model. The proposed model can be used for dynamic task assignment and scheduling and can adapt itself to changes in the hardware or network environment. The important feature of the scheme is that it can work on multiple cost criteria, optimizing each criterion individually. The cost criterion could be a general metric like minimizing the total execution time, or an application specific metric defined by the user. The application task is modeled as a task flow graph (TFG), and the network of machines as a processor graph (PG). The automata model is constructed by associating every task in the TFG with a variable structure learning automaton [1]. The actions of each automaton correspond to the nodes in the PG. The reinforcement scheme of the automaton considered here is a linear scheme. Different heuristic techniques that guide the automata model to the optimal solution are presented. These heuristics are evaluated with respect to different cost metrics.
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1. Introduction

Heterogeneous computing (HC) [2, 8, 15], is the tuned use of diverse processing hardware to meet distinct computational needs. A HC environment consists of a heterogeneous suite of machines and high speed interconnections, which can be used effectively to execute different portions of an application. An application is usually represented as a task flow graph (TFG), which is a directed acyclic graph showing the data dependencies between the various tasks of the application. An important problem in this domain is the task assignment problem, which corresponds to the assignment of tasks to the machines in the HC suite such that a specified cost criterion is optimized. It is well known that the assignment problem in general is NP-complete [6].

In the literature, a variety of mathematical formulations have been developed for the task assignment problem. These formulations are collectively called selection theory and try to choose the appropriate machine for each subtask of the TFG [6, 7, 9, 10, 4]. Approaches to the problem based on graph theoretic techniques [5, 4], simulated annealing [14], exhaustive state space search [16], and genetic techniques [12, 14, 11] have been proposed. In this work, the authors propose a new learning automata model for the assignment problem, which is based on a variable-structure learning automaton [1]. In [3], a stochastic learning automaton model was proposed for scheduling in distributed systems. The systems were assumed to be homogeneous and had a large number of automaton states, $2^M$ for an $M$-node network. The model proposed here, associates an automaton with every task in the TFG, and hence there are only $M$ states for an $M$-node network. The different reinforcement schemes of the automata define the behavior of the assignment algorithm. The key feature of the proposed model is its ability to optimize multiple cost metrics. In other works multometric optimization is achieved by optimizing the weighted sum of the various metrics. In the proposed model, the cost metrics are optimized independent of each other subject to the weight associated with it. The cost criterion itself could be a general metric like minimizing the total execution time, or it could be defined specifically to suit the needs of an application.

The paper is organized as follows. Section 2 introduces the framework, followed by a description of the HC system model and the cost criteria in section 3. A construction of the automata model and the heuristic techniques proposed
for the model are presented in the next section. The subject of section 5 is the performance analysis of these techniques. The last section provides the conclusions and scope for future work.

2. Model of the Framework

This section presents a general model of the proposed framework for task assignment in the HC system. Figure 1 depicts a schematic representation of the framework. The environment consists of the heterogeneous suite of machines which will be used to execute the application. The scheduling system consists of the proposed learning automata model and a model of the application and HC system. These models are used by the scheduler to assign the subtasks to the different machines.

![Figure 1. Model of the Proposed Framework](image)

The HC system environment consists of a heterogeneous suite of machines interconnected in a specific topology. These machines could include sequential processors, MIMD systems, SIMD systems, or special purpose architectures and DSP processors. All these various systems are assumed to be interconnected by a high speed interconnection network. The application task is assumed to be represented as a task flow graph(TFG). The TFG is a directed acyclic graph which shows the dependencies of the subtasks. The interconnection of the machines in the HC system is represented similarly by means of a processor graph(PG). The objective of the scheduling system is to assign the subtasks of the TFG to the processors in the PG, so that the defined set of cost criteria are optimized. This is achieved by means of a automata model proposed in this paper. The model is built on a variable structure learning automaton and uses an iterative algorithm. The external environment for this automaton model is the system model formed by the TFG and the PG. Once the scheduling system determines on which processors the various tasks are to be executed, the actual execution on the HC system can take place.

The advantages of the proposed framework can be seen quite clearly. Since the actual task assignment and scheduling is based on a model of the application(TFG) and the machines of the HC system(PG), the framework can be used for dynamic task assignment and scheduling. The proposed learning automaton model optimizes the set of cost criteria based on a given PG. Hence, whenever there is a change in the machine or network configuration, the model will generate a solution that is optimal to the transformed system configuration. The important feature of the proposed framework, is the incorporation of multiple cost criteria, all of which are optimized simultaneously. The following sections explain the construction of the framework and highlight its advantages.

3. HC System Model

This section deals with the modeling of the application and the hardware configuration of the HC system. Certain assumptions that have been made are introduced first. The later part of the section discusses how the different cost metrics for the system can be defined. The task assignment algorithm will generate a solution that tries to optimize these cost criteria.

3.1. Assumptions

1. The application program is assumed to be decomposed into multiple tasks. The data dependencies between the tasks are given by a Task Flow Graph(TFG), which is an acyclic directed graph.
2. The HC system is assumed to consist of a set of heterogeneous machines, which communicate by means of an underlying interconnection network. This is represented by a Processor graph(PG).
3. The expected execution time of the tasks on each machine in the HC suite is known a priori. These execution times can be obtained by task profiling and analytical benchmarking techniques.
4. The cost of communicating a single unit of data between any two machines is also known a priori. If any pair of machines in the HC suite cannot communicate with each other, then the cost of communication between them is assumed to be $\infty$.

3.2. Cost Metric

The TFG contains a set of tasks $S$. $s_i$ is the $i$th task in $S$. The set of machines in the HC environment is given by $M$, where $m_j$ is the $j$th machine. $C$ denotes the set of cost metrics defined for the application. The assignment problem then corresponds to a mapping $\pi$ from the set $S$ to the set $M$, such that the metrics in $C$ are optimized.
Minimize the load on the maximum loaded processor:

Let the total load on a particular machine say $m_j$ at iteration $n$ be represented as $l_j(n)$. Therefore

$$l_j(n) = \sum_{i=0}^{s-1} x_{ij}(n) \cdot c_{x_{ij}(n)} + \sum_{i=0}^{s-1} x_{ij}(n) \cdot c_{c_{x_{ij}(n)x_{i}(n)}}$$

In the equation for $l_j(n)$, the first part represents the total computation cost on the processor $m_j$ and the second part corresponds to the total communication cost incurred by the processor at iteration $n$. The load on every processor needs to be computed, in order to identify the heaviest loaded processor. The optimal assignment for the problem would be that which results in minimizing the load on the heaviest loaded processor. Therefore, the cost metric $c_1(n)$ would be:

$$c_1(n) = \max(l_j(n)) \quad \text{for } j = 1 \rightarrow |M| - 1$$

Minimize the total execution time:

Let $cp(n)$ represent the total computation time for a particular assignment and $cc(n)$ represent the total communication time at a particular iteration. Hence:

$$cp(n) = \sum_{i=0}^{s-1} x_{ij}(n) \cdot c_{x_{ij}(n)}$$
$$cc(n) = \sum_{i=0}^{s-1} \sum_{l=i+1}^{s-1} d_{x_{il}} \cdot c_{c_{x_{ij}(n)x_{i}(n)}}$$

The total execution time is the sum of the total computation and communication time for the task assignment at an iteration. Therefore for this cost metric, $c_2(n)$ would be:

$$c_2(n) = cp(n) + cc(n)$$

Minimize the power consumed:

The cost metric for this formulation, $c_3(n)$ can be represented as:

$$c_3(n) = \sum_{i=0}^{s-1} pu_{x_{ij}(n)}$$

The task assignment algorithm, would now try to minimize each of the $c_k(n)$ ($k = 1 \rightarrow |C|)$ metrics over $n$ iterations until the absolute minimum is reached.

4. Proposed Learning Automata Model

In the proposed framework, a learning automata model is used to determine an optimal task assignment for the HC system. This model is based on a variable structure learning automaton explained in [1]. The section begins with an introduction to this automaton model. The mathematical formulation and advantages of using the model are discussed. The construction of such an automata model for the purpose of task assignment in the HC system forms the later part of this section. The section details how the model for the system is constructed. The HC system model, which is reflective of the actual HC system, serves as the external environment for the automata model.

4.1. Variable Structure Learning Automata

The variable structure learning automata is represented by the quintuple $\{\phi, \alpha, \beta, A, G\}$, where

1. The state of the automaton at any iteration $n$, denoted by $\phi(n)$ is an element of the finite set $\phi = \{\phi_1, \phi_2, ..., \phi_s\}$
2. The output of the automaton at the iteration $n$, denoted by $\alpha(n)$, is an element of the set $\alpha = \{\alpha_1, \alpha_2, ..., \alpha_r\}$.
3. The input to the automaton at the iteration $n$, denoted by $\beta(n)$, is an element of the set $\beta = \{\beta_1, \beta_2, ..., \beta_m\}$
4. $A$, is the updating algorithm or the reinforcement scheme.
5. The output function $G(\cdot)$, determines the output of the automaton at any iteration $n$ in terms of the state at that iteration. $\alpha(n) = G[\phi(n)]$.

If each state of the quintuple corresponds to a unique action and the number of states are finite (as will be the case with our HC system), then $r = s < \infty$ and hence $G$ is an identity mapping. Therefore, the automata can be represented as the triple $\{\alpha, \beta, A\}$.  
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An action probability \( p_j(n) \) is associated with every action or state of the automaton at any iteration \( n \). \( p_j(n) \) represents the probability that the automaton will be in state \( j \) at an iteration \( n \), amongst the \( r \) possible states of the automaton. The updating algorithm or the reinforcement scheme, \( A \), attempts to update the action probabilities at every iteration \( n \) and brings the automaton to an optimal solution state. The precise manner in which the action \( \alpha_i \) performed at an iteration \( n \) and the response \( \beta(n) \) of the environment change the probability \( p_j(n) \), completely defines the reinforcement scheme. If \( p_j(n + 1) \) is a linear function of \( p_j(n) \), then the reinforcement scheme is said to be linear, otherwise it is termed non-linear.

Reinforcement Scheme

Consider a variable-structure automaton with \( r \) actions to be operating in a stationary environment with \( \beta = \{0, 1\} \). In other words, the automaton is operating in a \( P \)-model environment, where the response is binary valued. Let \( N \) be the set of nonnegative integers and let \( n \in N \). A general scheme to update the action probabilities can be represented as:

If \( \alpha(n) = \alpha_i \quad (i = 1, 2, \ldots, r) \)

\[
\begin{align*}
p_j(n + 1) &= p_j(n) - g_j[p(n)] & \text{when } \beta(n) = 0 \\text{ for all } j \neq i. \\
p_j(n + 1) &= p_j(n) + h_j[p(n)] & \text{when } \beta(n) = 1
\end{align*}
\]

Now, we have \( \sum_{j=1}^{r} p_j(n) = 1 \), in order to preserve the probability measure. Therefore

\[
\begin{align*}
p_i(n + 1) &= p_i(n) + \sum_{j=1, j \neq i}^{r} g_j[p(n)] & \text{when } \beta(n) = 0, \\
p_i(n + 1) &= p_i(n) - \sum_{j=1, j \neq i}^{r} h_j[p(n)] & \text{when } \beta(n) = 1.
\end{align*}
\]

Consider the variable structure automaton operating in the \( S \)-model environment, where the responses can take continuous values over an interval. By normalization, it can be assumed that the interval is a unit interval \([0, 1]\). Hence, \( \beta \) for this model is a continuous variable where \( \beta \in [0, 1] \). The equations for the \( S \)-model can be written as:

\[
\begin{align*}
p_i(n + 1) &= p_i(n) - (1 - \beta(n)) \cdot g_i[p(n)] + \beta(n) \cdot h_i[p(n)] & \text{if } \alpha(n) \neq \alpha_i \\
p_i(n + 1) &= p_i(n) + (1 - \beta(n)) \cdot \sum_{j \neq i} h_j[p(n)] - \beta(n) & \text{if } \alpha(n) = \alpha_i
\end{align*}
\]

The following assumptions are made with regard to the function \( g_j \) and \( h_j \) (\( j = 1, 2, \ldots, r \)).

**Assumption 1**: \( g_j \) and \( h_j \) are continuous functions.

**Assumption 2**: \( g_j \) and \( h_j \) are non-negative functions.

**Assumption 3**: \( 0 < g_j(p) < p_j \) \( 0 < \sum_{j=1, j \neq i}^{r} [p_j + h_j(p)] < 1 \) for all \( i = 1, 2, \ldots, r \) and all \( p \) whose elements are all in the open interval \((0,1)\).

Different reinforcement schemes are represented by how the functions \( g(.) \) and \( h(.) \) are characterized. For instance if the functions are linear representations of the action probabilities, then scheme is linear, otherwise they are non-linear.

It’s also possible to have hybrid scheme’s. Essentially, the nature of the reinforcement scheme affects the behavior of the model.

### 4.2. Construction of the Model

Figure 2 shows the schematic of the learning automata model. The model is constructed by associating every task \( s_i \) in the TFG with a variable structure automaton. Each of the automata are represented as a 3-tuple, \((\alpha^i, \beta^i, A^i)\). Since the tasks can be assigned to any of the \(|M|\) machines, the action set of the automata are identical. It is assumed that the environment is a \( S \)-model environment and hence the domain of the input set to the automata is in the interval \([0, 1]\).

Therefore for any task \( s_i \), \( 0 \leq i < |S| \):

\[
\alpha^i_s = m_1, m_2, \ldots, m_{|M|-1}
\]

\[
\beta^i_s \in [0, 1]
\]

where \( \beta^i_s \) closer to 0, indicates that the action taken by the automaton of task \( s_i \) was favorable to the system, and close to 1 indicates an unfavorable response.

![Figure 2. Learning Automata Model](image-url)
favorable responses, and the second field indicates the num-

The next step in developing the model is to translate
$OR_k$ into the inputs $\beta^s(n)$ for each of the automata. This
involves two steps. First, $OR_k$ would have to be translated
into the input to each of the $s_i$ automata. Let $\mu_k^s$ represent
this value. Hence, $\mu_k^s(n)$ corresponds to the input to the
automaton $(\alpha^s, \beta^s, \Delta^s_k)$, with respect to cost metric $c_k$
in iteration $n$. Assume that $\lambda_k$ indicates the weightage associated
with the cost metric $c_k(n)$. Now the second step of this
two step process can be represented as:
$\beta^s(n) = \sum_{k=1}^{[C]} \lambda_k \cdot \mu_k^s$  for $i = 0$ to $|S| - 1$
where
$\sum_{k=1}^{[C]} \lambda_k = 1$ and $\lambda_k \geq 0$ for $k = 1$ to $[C]$

There are different ways of accomplishing the first step.
The simplest and easiest way would be to make $OR_k$ as the input
to each of the automata in the model.

$H1: \mu_k^s(n) = OR_k$  for all $s_i \in S$, and $c_k \in C$

$H1$ is simple to implement and completely ignores the
structure of the TFG, while guiding the learning of the aut-
oma in the model. To put it differently, using $H1$ it is possible
that an unfavorable output response from the system
may be falsely interpreted as an unfavorable input to a
particular automaton.

Ideally, the model should generate an assignment that
results in a consistent favorable output response from the
system. It is difficult to achieve this objective based on the
structure of the TFG. To overcome this problem, the authors
propose techniques based on the history of the actions gener-
ated. With every action of an automaton, two additional
fields are associated. The first one indicates the number of
favorable responses, and the second field indicates the
number of unfavorable responses, corresponding to a particular
action. Consequently:

- $FAV \rightarrow$ Matrix of order $|S| \times |M| \times |C|$, the elements $fav[i, j, k]$ of which indicate the number of times a favorable
response resulted when task $s_i$ was assigned to machine $m_j$ for cost metric $c_k$.

- $UNFAV \rightarrow$ Matrix of order $|S| \times |M| \times |C|$, the elements $unfav[i, j, k]$ of which indicate the number of times an unfavorable
response resulted when task $s_i$ was assigned to machine $m_j$ for cost metric $c_k$.

Based on this history information, different heuristic
inferences can be developed that will help guide the au-
tomata to the optimal assignment. Five general heuristic
inferences, that the authors experimented with are presented
here. Knowledge about the nature of an application can be
exploited to develop heuristics specific to that application.
But in this work, no assumptions are made with respect
to the applications and consequently the heuristics can be
used in any environment. The results of these techniques
are compared with each other, and with the technique $H1$
that is not dependent on the structure of the TFG.

$H2$: If $fav[i, x_i(n), k] > unfav[i, x_i(n), k]$
then $\mu_k^s(n) = 0$, else $\mu_k^s(n) = 1$

for all $s_i \in S$, and $c_k \in C$

Since the objective is to maximize the number of fa-
vorable responses and minimize the unfavorable ones, this
heuristic assigns an input to the automaton as favorable if
for that particular action the number of favorable responses
is greater than the unfavorable ones.

$H3$: If $(fav[i, x_i(n), k] - unfav[i, x_i(n), k])$ is the max-
um for all actions of $s_i \in S$, and $c_k \in C$
then $\mu_k^s(n) = 0$, else $\mu_k^s(n) = 1$

Here the difference in favorable and unfavorable re-
ponses is compared against all other actions. If the chosen
action gives the maximum value, the automaton input is
terminal favorable.

$H4$: If $(\text{max}_{0 \leq p < |S|, 0 \leq q < |M|} \text{fav}[p, q, k] + \text{max}_{0 \leq p < |S|, 0 \leq q < |M|} \text{unfav}[p, q, k] - \text{unfav}[i, x_i(n), k])$
$\geq (\text{max}_{0 \leq p < |S|, 0 \leq q < |M|} \text{fav}[p, q, k] - \text{fav}[i, x_i(n), k] + \text{unfav}[i, x_i(n), k] - \text{min}_{0 \leq p < |S|, 0 \leq q < |M|} \text{unfav}[p, q, k])$
then $\mu_k^s(n) = 0$, else $\mu_k^s(n) = 1$

for all $s_i \in S$, and $c_k \in C$

In this heuristic, if the chosen action has a high value for
favorable responses and a low value for unfavorable re-
ponses, the input is favorable.

$H5$: If $fav[i, x_i(n), k] = \text{max}_{0 \leq p < |S|, 0 \leq q < |M|} \text{fav}[p, q, k]$
then $\mu_k^s(n) = 0$, else $\mu_k^s(n) = 1$

for all $s_i \in S$, and $c_k \in C$

In $H5$, if the chosen action has the maximum favorable
responses, the automaton input is favorable else it is un-
favorable.

$H6$: If $\text{unfav}[i, x_i(n), k] = \text{min}_{0 \leq p < |S|, 0 \leq q < |M|} \text{unfav}[p, q, k]$
then $\mu_k^s(n) = 0$, else $\mu_k^s(n) = 1$

for all $s_i \in S$, and $c_k \in C$

Similarly, in $H6$ if the chosen action has the least un-
favorable responses the input is favorable.

In order to complete the model, action probabilities need
to be assigned for the actions of the automata. The action set
$\alpha^s_i$ of an automaton is equal to the set $|M|$ as discussed
earlier. Hence, the action probability would be the proba-
bility of assigning a task $s_i$ to one of the machines. Let this
probability be $p_{ij}(n)$. Therefore:

$p_{ij}(n) \rightarrow$ the probability of assigning task $s_i$ to ma-
chine $m_j$. 
To preserve the probability measure, the sum of all the action probabilities for a particular task should equal one. Therefore:
\[
\sum_{j=0}^{M-1} p_{ij}(n) = 1 \quad \text{for any } s_i \in S
\]

Reinforcement Scheme
The general reinforcement scheme for this model can now be formulated in terms of the action probabilities. Following the construction of the scheme from [1], consider the automaton for a task \( s_i \):
\[
p_{ij}(n + 1) = p_{ij}(n) - (1 - \beta^{s_i}(n)) \cdot g(p_{ij}(n)) + (\beta^{s_i}(n)) \cdot h(p_{ij}(n))
\]
for all \( j \neq x_i(n) \)
\[
p_{ix_i(n)}(n + 1) = p_{ix_i(n)}(n) + \left(1 - \beta^{s_i}(n)\right) \cdot g(p_{ix_i(n)}(n)) - (\beta^{s_i}(n)) \cdot h(p_{ix_i(n)}(n)) \sum_{j=0,j\neq x_i(n)}^{M-1} g(p_{ij}(n)) - (\beta^{s_i}(n)) \cdot h(p_{ij}(n))
\]
The nature of the functions \( g(.) \) and \( h(.) \) determine the nature of the reinforcement scheme and hence the performance of the scheduling system. These functions could be linear, non-linear or hybrid. For our study here, it is assumed that the functions are linear and are defined as:
\[
g(p_{ij}(n)) = a \cdot (p_{ij}(n))
\]
and
\[
h(p_{ij}(n)) = b / (M - 1) - (b \cdot p_{ij}(n))
\]
Parameters \( a \) and \( b \) are known as reward and penalty parameters respectively, and help guide the automaton to the optimal solution. The choice of these parameters affects the behavior of each of the proposed techniques. The next section details the performance analysis of these techniques.

5. Results and Discussion

In this section, the different heuristics that are proposed are analysed with respect to specific cost metrics. It begins with an introduction to the simulation environment and subsequently the results are presented and analysed.

The performance of the different techniques was evaluated by using randomly generated task graphs and processor graphs. The execution cost, communication time, data exchange and the power matrices were randomly generated over some predefined ranges with uniform probability. A specific set of cost metrics was then chosen and the performance evaluated for varying values of the reward and penalty parameters, \( a \) and \( b \). The automaton model was iterated until the probability of a chosen action in each automaton exceeded 0.99, or the number of iterations reached a maximum limit. If the former condition stopped the automata, then the model was said to converge. The latter condition meant the model was non-convergent. Table 1 shows the predefined ranges used to generate the random graphs. The efficiency of an algorithm is determined by the quality of the solution generated and the fastness of the algorithm. Therefore, in order to study the performance of our model, the number of iterations required for convergence and the solution cost generated are studied as a function of the communication complexity.

<table>
<thead>
<tr>
<th>Number of tasks</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of machines</td>
<td>4</td>
</tr>
<tr>
<td>Number of edges</td>
<td>5, 10, 15, 20 and 25</td>
</tr>
<tr>
<td>Execution matrix data range</td>
<td>1000</td>
</tr>
<tr>
<td>Communication matrix data range</td>
<td>4</td>
</tr>
<tr>
<td>Data exchange matrix data range</td>
<td>500</td>
</tr>
<tr>
<td>Power matrix data range</td>
<td>25</td>
</tr>
</tbody>
</table>

### Table 1. Parameters for TFG and PG

![Figure 3. # of iterations vs Edges: a = b = 0.1](image)

Initially, to verify the working of the model, a single cost metric \( c_1 \) (refer section 3) was chosen. Two sets of studies were performed. For the first one, the reward and penalty parameters \( a \) and \( b \) were made equal, \( a = b = 0.1 \), and the maximum limit for the number of iterations was set at 2000. For the second set, \( a = 0.1 \) and \( b = 0.009 \), and the limit for the number of iterations was set at 10000. Figures 3 and 4, show the results for the first set of data. From the graphs, it can be concluded that when \( a = b \), techniques \( H_1, H_4 \) and \( H_6 \) are non-convergent and heuristic \( H_2 \) provides the best results for all communication complexities. Figures 5 and 6, show the results for the second set of experiments. Here, techniques \( H_4 \) and \( H_6 \) continue to remain non-convergent but \( H_1 \) converges though it requires considerably higher number of iterations. The cost graph indicates \( H_1 \) generates better results than \( H_2 \).

The first set of experimental results validate the working of the model. The best solutions generated by the proposed techniques were close to the optimal solution. The results
indicate that the choice of the reward and penalty parameters affect the solution cost and the choice of the heuristics.

In order to study the effectiveness of the model for multiple cost metric optimization, two cost metrics were chosen, $c_1$ and $c_3$ (refer section 3). Experiments were performed by varying the weights associated with the metrics, $\lambda_{c_1}$ and $\lambda_{c_3}$ such that $\lambda_{c_1} + \lambda_{c_3} = 1$. The maximum limit for the number of iterations was set at 2000. The values for the reward and penalty parameters were chosen to get the best results. The results that were obtained have been tabulated in Tables 2, 3, 4 and 5. Techniques H4 and H6 were once again non-convergent. The effect of the weights associated with cost metrics can clearly be seen in all the tables. The first observation that can be made from the tables is that, as the weight associated with a particular cost metric is decreased the optimality of its solution also decreased. Essentially therefore, the automata model achieves independent optimization of the cost metrics subject to its weight. This is different from other works in that, the weighted sum of the metrics are optimized instead of independent optimization. With regards to the heuristic techniques, it can be seen that technique H1 produces the best results. For each of the graphs that were generated the optimal cost of metric $c_1$ was 985 and that of $c_2$ was 17. From the table it can be seen clearly that solution generated by H1 is close to the optimal. Technique H2 produced the next best results. Both H1 and H2 converge in almost the same number of iterations. This is in sharp contrast to techniques H3 and H5 which converge very fast. But the solution space generated by these techniques are far from the optimal. This is very pronounced as the communication complexity increases. But H1 on the other hand continued to produce optimal solutions even with increased communication complexity.

6. Conclusions and Future Work

In conclusion, this work presented a framework for task assignment in heterogeneous computing systems. The framework was based on a learning automaton model and optimizes multiple cost metrics. The proposed model can be used for dynamic task assignment and scheduling. The model can also adapt itself to changing hardware environments. The cost metrics could be application specific or
Table 2. Cost values for Technique H1

<table>
<thead>
<tr>
<th># of edges</th>
<th>$\lambda_{c_1}$</th>
<th>$\lambda_{c_2}$</th>
<th>$c_1$</th>
<th>$c_2$</th>
<th>Iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>1.00</td>
<td>0.00</td>
<td>985</td>
<td>51</td>
<td>420</td>
</tr>
<tr>
<td>0.75</td>
<td>0.25</td>
<td>985</td>
<td>30</td>
<td>529</td>
<td></td>
</tr>
<tr>
<td>0.50</td>
<td>0.50</td>
<td>1039</td>
<td>17</td>
<td>504</td>
<td></td>
</tr>
<tr>
<td>0.25</td>
<td>0.75</td>
<td>1125</td>
<td>17</td>
<td>476</td>
<td></td>
</tr>
<tr>
<td>0.00</td>
<td>1.00</td>
<td>1168</td>
<td>17</td>
<td>366</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>1.00</td>
<td>0.00</td>
<td>985</td>
<td>48</td>
<td>430</td>
</tr>
<tr>
<td>0.75</td>
<td>0.25</td>
<td>985</td>
<td>34</td>
<td>460</td>
<td></td>
</tr>
<tr>
<td>0.50</td>
<td>0.50</td>
<td>1103</td>
<td>17</td>
<td>549</td>
<td></td>
</tr>
<tr>
<td>0.25</td>
<td>0.75</td>
<td>1192</td>
<td>17</td>
<td>383</td>
<td></td>
</tr>
<tr>
<td>0.00</td>
<td>1.00</td>
<td>1265</td>
<td>17</td>
<td>342</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>1.00</td>
<td>0.00</td>
<td>985</td>
<td>53</td>
<td>453</td>
</tr>
<tr>
<td>0.75</td>
<td>0.25</td>
<td>985</td>
<td>24</td>
<td>960</td>
<td></td>
</tr>
<tr>
<td>0.50</td>
<td>0.50</td>
<td>1154</td>
<td>18</td>
<td>564</td>
<td></td>
</tr>
<tr>
<td>0.25</td>
<td>0.75</td>
<td>1342</td>
<td>17</td>
<td>516</td>
<td></td>
</tr>
<tr>
<td>0.00</td>
<td>1.00</td>
<td>1431</td>
<td>17</td>
<td>266</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>1.00</td>
<td>0.00</td>
<td>985</td>
<td>62</td>
<td>327</td>
</tr>
<tr>
<td>0.75</td>
<td>0.25</td>
<td>985</td>
<td>27</td>
<td>1021</td>
<td></td>
</tr>
<tr>
<td>0.50</td>
<td>0.50</td>
<td>1561</td>
<td>19</td>
<td>476</td>
<td></td>
</tr>
<tr>
<td>0.25</td>
<td>0.75</td>
<td>1776</td>
<td>17</td>
<td>572</td>
<td></td>
</tr>
<tr>
<td>0.00</td>
<td>1.00</td>
<td>1776</td>
<td>17</td>
<td>246</td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>1.00</td>
<td>0.00</td>
<td>985</td>
<td>55</td>
<td>907</td>
</tr>
<tr>
<td>0.75</td>
<td>0.25</td>
<td>1119</td>
<td>38</td>
<td>1390</td>
<td></td>
</tr>
<tr>
<td>0.50</td>
<td>0.50</td>
<td>1460</td>
<td>20</td>
<td>460</td>
<td></td>
</tr>
<tr>
<td>0.25</td>
<td>0.75</td>
<td>1911</td>
<td>17</td>
<td>456</td>
<td></td>
</tr>
<tr>
<td>0.00</td>
<td>1.00</td>
<td>1776</td>
<td>17</td>
<td>246</td>
<td></td>
</tr>
</tbody>
</table>

Table 3. Cost values for Technique H2

<table>
<thead>
<tr>
<th># of edges</th>
<th>$\lambda_{c_1}$</th>
<th>$\lambda_{c_2}$</th>
<th>$c_1$</th>
<th>$c_2$</th>
<th>Iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>1.00</td>
<td>0.00</td>
<td>1541</td>
<td>61</td>
<td>81</td>
</tr>
<tr>
<td>0.75</td>
<td>0.25</td>
<td>1119</td>
<td>79</td>
<td>85</td>
<td></td>
</tr>
<tr>
<td>0.50</td>
<td>0.50</td>
<td>1257</td>
<td>68</td>
<td>86</td>
<td></td>
</tr>
<tr>
<td>0.25</td>
<td>0.75</td>
<td>1489</td>
<td>34</td>
<td>72</td>
<td></td>
</tr>
<tr>
<td>0.00</td>
<td>1.00</td>
<td>2446</td>
<td>32</td>
<td>81</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>1.00</td>
<td>0.00</td>
<td>1909</td>
<td>79</td>
<td>76</td>
</tr>
<tr>
<td>0.75</td>
<td>0.25</td>
<td>1851</td>
<td>75</td>
<td>84</td>
<td></td>
</tr>
<tr>
<td>0.50</td>
<td>0.50</td>
<td>1489</td>
<td>44</td>
<td>89</td>
<td></td>
</tr>
<tr>
<td>0.25</td>
<td>0.75</td>
<td>2150</td>
<td>46</td>
<td>77</td>
<td></td>
</tr>
<tr>
<td>0.00</td>
<td>1.00</td>
<td>2446</td>
<td>32</td>
<td>79</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>1.00</td>
<td>0.00</td>
<td>1793</td>
<td>95</td>
<td>80</td>
</tr>
<tr>
<td>0.75</td>
<td>0.25</td>
<td>1975</td>
<td>105</td>
<td>80</td>
<td></td>
</tr>
<tr>
<td>0.50</td>
<td>0.50</td>
<td>2075</td>
<td>59</td>
<td>75</td>
<td></td>
</tr>
<tr>
<td>0.25</td>
<td>0.75</td>
<td>2470</td>
<td>44</td>
<td>77</td>
<td></td>
</tr>
<tr>
<td>0.00</td>
<td>1.00</td>
<td>2472</td>
<td>32</td>
<td>78</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>1.00</td>
<td>0.00</td>
<td>3287</td>
<td>121</td>
<td>77</td>
</tr>
<tr>
<td>0.75</td>
<td>0.25</td>
<td>2044</td>
<td>94</td>
<td>82</td>
<td></td>
</tr>
<tr>
<td>0.50</td>
<td>0.50</td>
<td>2689</td>
<td>49</td>
<td>80</td>
<td></td>
</tr>
<tr>
<td>0.25</td>
<td>0.75</td>
<td>3532</td>
<td>25</td>
<td>90</td>
<td></td>
</tr>
<tr>
<td>0.00</td>
<td>1.00</td>
<td>2847</td>
<td>32</td>
<td>78</td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>1.00</td>
<td>0.00</td>
<td>3287</td>
<td>121</td>
<td>77</td>
</tr>
<tr>
<td>0.75</td>
<td>0.25</td>
<td>3001</td>
<td>184</td>
<td>81</td>
<td></td>
</tr>
<tr>
<td>0.50</td>
<td>0.50</td>
<td>2689</td>
<td>42</td>
<td>76</td>
<td></td>
</tr>
<tr>
<td>0.25</td>
<td>0.75</td>
<td>2061</td>
<td>46</td>
<td>86</td>
<td></td>
</tr>
<tr>
<td>0.00</td>
<td>1.00</td>
<td>2847</td>
<td>32</td>
<td>79</td>
<td></td>
</tr>
</tbody>
</table>

Table 4. Cost values for Technique H3

References

Table 5. Cost values for Technique H5

<table>
<thead>
<tr>
<th># of edges</th>
<th>$\lambda_{c1}$</th>
<th>$\lambda_{c2}$</th>
<th>$\epsilon_1$</th>
<th>$\epsilon_3$</th>
<th>Iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>1.00</td>
<td>0.00</td>
<td>1431</td>
<td>012</td>
<td>84</td>
</tr>
<tr>
<td></td>
<td>0.75</td>
<td>0.25</td>
<td>1591</td>
<td>88</td>
<td>80</td>
</tr>
<tr>
<td></td>
<td>0.50</td>
<td>0.50</td>
<td>1621</td>
<td>85</td>
<td>78</td>
</tr>
<tr>
<td></td>
<td>0.25</td>
<td>0.75</td>
<td>1591</td>
<td>30</td>
<td>81</td>
</tr>
<tr>
<td></td>
<td>0.00</td>
<td>1.00</td>
<td>1591</td>
<td>50</td>
<td>81</td>
</tr>
<tr>
<td>10</td>
<td>1.00</td>
<td>0.00</td>
<td>1621</td>
<td>97</td>
<td>75</td>
</tr>
<tr>
<td></td>
<td>0.75</td>
<td>0.25</td>
<td>1591</td>
<td>88</td>
<td>85</td>
</tr>
<tr>
<td></td>
<td>0.50</td>
<td>0.50</td>
<td>1633</td>
<td>85</td>
<td>78</td>
</tr>
<tr>
<td></td>
<td>0.25</td>
<td>0.75</td>
<td>2280</td>
<td>50</td>
<td>81</td>
</tr>
<tr>
<td></td>
<td>0.00</td>
<td>1.00</td>
<td>2280</td>
<td>50</td>
<td>81</td>
</tr>
<tr>
<td>15</td>
<td>1.00</td>
<td>0.00</td>
<td>1985</td>
<td>97</td>
<td>76</td>
</tr>
<tr>
<td></td>
<td>0.75</td>
<td>0.25</td>
<td>1665</td>
<td>97</td>
<td>78</td>
</tr>
<tr>
<td></td>
<td>0.50</td>
<td>0.50</td>
<td>2266</td>
<td>72</td>
<td>75</td>
</tr>
<tr>
<td></td>
<td>0.25</td>
<td>0.75</td>
<td>2334</td>
<td>50</td>
<td>81</td>
</tr>
<tr>
<td></td>
<td>0.00</td>
<td>1.00</td>
<td>2334</td>
<td>50</td>
<td>81</td>
</tr>
<tr>
<td>20</td>
<td>1.00</td>
<td>0.00</td>
<td>1993</td>
<td>92</td>
<td>80</td>
</tr>
<tr>
<td></td>
<td>0.75</td>
<td>0.25</td>
<td>2949</td>
<td>83</td>
<td>79</td>
</tr>
<tr>
<td></td>
<td>0.50</td>
<td>0.50</td>
<td>2266</td>
<td>85</td>
<td>79</td>
</tr>
<tr>
<td></td>
<td>0.25</td>
<td>0.75</td>
<td>2255</td>
<td>56</td>
<td>76</td>
</tr>
<tr>
<td></td>
<td>0.00</td>
<td>1.00</td>
<td>3948</td>
<td>50</td>
<td>81</td>
</tr>
<tr>
<td>25</td>
<td>1.00</td>
<td>0.00</td>
<td>2949</td>
<td>102</td>
<td>81</td>
</tr>
<tr>
<td></td>
<td>0.75</td>
<td>0.25</td>
<td>2949</td>
<td>96</td>
<td>77</td>
</tr>
<tr>
<td></td>
<td>0.50</td>
<td>0.50</td>
<td>2266</td>
<td>85</td>
<td>79</td>
</tr>
<tr>
<td></td>
<td>0.25</td>
<td>0.75</td>
<td>2255</td>
<td>56</td>
<td>77</td>
</tr>
<tr>
<td></td>
<td>0.00</td>
<td>1.00</td>
<td>3948</td>
<td>50</td>
<td>81</td>
</tr>
</tbody>
</table>
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