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Abstract

As workstation clusters gain popularity as a parallel computing platform, there is an increasing need for performance tools that support these platforms. Performance prediction is important for performance analysis of scalable parallel applications. Although there are several performance tools available that work with PVM programs, none are capable of performance prediction. We have developed the APACHE (Automated PVM Application Characterization Environment) performance prediction system for PVM programs running on workstation clusters. We review the system implementation and present some experimental results obtained with the system.

1. Introduction

Performance prediction is an important tool for performance analysis and debugging of scalable parallel applications [5]. Performance prediction involves modeling program performance as a function of the hardware and software characteristics of a system. By changing these characteristics in the model, program execution time can be predicted for a variety of platforms and configurations. Performance prediction tools have been implemented for several high-level parallel languages [1, 5, 7, 9].

With workstation clusters becoming more popular as a parallel computing platform, there is a growing need for performance tools that support these platforms. One of the most common ways to write parallel programs for a workstation cluster environment is to use a sequential language augmented with a message passing library such as Parallel Virtual Machine (PVM) [11]. Although there are some performance debugging tools that work with PVM programs, to our knowledge there are no tools capable of performance prediction.

In this paper we present the APACHE (Automated PVM Application Characterization Environment) performance prediction system for C programs written to use the PVM message passing library.

2. Related Work

Several existing performance debugging tools support PVM. Recent versions of PVM include instrumented libraries for recording trace data, which the XPVM graphical interface [12] can use to provide runtime and post-mortem visualization of program execution. Because the trace data is stored in Pablo’s Self-Defining Data Format [16], it can be used with any visualization system that accepts SDDF files.

The Paradyn [13] performance tools, which are designed for runtime performance monitoring and bottleneck detection, have been ported to the PVM platform. Other debuggers are available, including Aims [18], Xab [2], and Xmdb [8].

Some graphical programming environments are available for PVM, including HeNCE [3] and VPE [14]. In addition to visual programming facilities, these environments also provide some debugging capabilities.

Performance prediction tools and performance debuggers are designed to solve different types of problems. For example, a debugging tool such as Paradyn would be well suited to discovering deadlocks in a parallel algorithm, while a performance prediction tool such as APACHE would be better at assessing an application’s sensitivity to network latency. To our knowledge, there are no tools capable of performance prediction of PVM programs.

3. Performance Models

In this section we describe the models we developed to represent the performance aspects of the hardware and software of a system.
3.1. Computation Model

To model computation costs, we assign a cost factor $C_i$, measured in execution time, to each of the $N_{ops}$ different operations that may be performed during program execution. We use simple benchmark programs and linear regression techniques [6] to obtain values and confidence intervals for each $C_i$ on hardware platforms of interest.

We found that, on the workstations we used, some operations have significantly different costs than others. For example, a division operation takes over twice as long as a multiplication, and some integer operations take significantly longer than their floating-point counterparts.

Given the cost factors $C_i$, we express the predicted computation time $T_{comp}$ spent during program execution as

$$T_{comp} = \sum_{i=1}^{N_{ops}} C_i N_{op(i)}$$

where $N_{op(i)}$ is the number of times operation $i$ is performed during program execution.

Other performance prediction systems are based on the uniform cost assumption, which is that all floating point operations have the same cost (measured in execution time) [15]. In contrast, the APACHE system accounts for the actual cost of each type of operation. The difference in execution time for a division compared to a multiplication, for instance, can be significant, particularly when a large fraction of the total execution time is spent in computation.

3.2. Communication Model

We have developed a model to represent the performance of PVM communications over Ethernet. Similar models could be developed for other networking technologies such as Asynchronous Transfer Mode (ATM).

Other researchers who have modeled the performance of interprocessor communication report that a simple model that accounts for message latency and network bandwidth gives adequate results [17]. According to this model, the predicted communication time $T_{comm}$ spent during program execution can be expressed as

$$T_{comm} = \sum_{i=1}^{N_c} (\alpha + \frac{\gamma B_i \beta}{\beta})$$

where $N_c$ is the total number of communications per processor, $\alpha$ is the message latency, $\beta$ is the network bandwidth, and $B_i$ is the size of message $i$.

With shared-medium networks such as Ethernet, contention for bandwidth can significantly affect network throughput. Therefore, to model the performance of PVM communications over Ethernet, we add a contention factor, $\gamma$, to Equation (2):

$$T_{comm} = \sum_{i=1}^{N_c} (\alpha + \frac{\gamma B_i \beta}{\beta})$$

According to our experiments, a contention factor of $\gamma = P$, where $P$ is the number of processors, provides a good approximation of Ethernet contention, assuming that all $P$ processors are communicating simultaneously.

Our experiments show that Equation (3) predicts the performance of PVM communications quite accurately for different message sizes and numbers of processors, assuming that all the processors communicate simultaneously and that the load due to communication is balanced across the processors. We found that the variance in actual communication time was highest for four or more processors sending small messages, and lowest for any number of processors sending large messages. We attribute this behavior to variations in message startup cost, which constitute a higher percentage of the total communication time for small messages.

4. System Structure

We have made some simplifying assumptions in the design of the APACHE system. First, the system is restricted to the set of programs that conform to the SPMD (single program, multiple data) model. This is not a serious limitation; Fox [10] has reported that 90 percent of scientific problems are amenable to SPMD solutions.

Another assumption concerns the homogeneity of the virtual parallel machine. Although one of the most important features of PVM is its ability to combine heterogeneous computers and network connections into a single parallel machine, this heterogeneity can make performance prediction arbitrarily complex. Therefore, we assume that the nodes of the parallel machine and their network connections are homogeneous.

A block diagram of the APACHE system is shown in Figure 1. The performance prediction process consists of static analysis, dynamic analysis, and prediction phases, which we explain in the remainder of this section.

4.1. Static Analysis

In the static analysis phase, the source-to-source compiler constructs a call graph of the PVM program. For each basic block, the compiler records the number of times that each type of operation occurs in that block, loop initialization expressions and termination conditions, and the number of calls to message passing routines.
In addition to constructing a call graph of the program, the source-to-source compiler produces an instrumented version of the PVM program for use during the dynamic analysis phase. The instrumentation code consists of statements to count the number of times each basic block of the program is executed, instrumented versions of the PVM communication routines that record the size of each message transmitted, and additional library routines used during dynamic analysis.

4.2. Dynamic Analysis

During the dynamic analysis phase, the instrumented PVM program produced by the source-to-source compiler is executed, and the instrumentation code counts the number of times each basic block is executed and the size of each message transmitted. Block iteration counts are used to determine true loop iteration counts and branch ratios of conditional constructs.

Given the particular problem size, $N$, and the number of processors, $P$, used for the execution of the instrumented program, simplified fits are performed to express per-block execution counts as functions of $N$ and $P$. If a simple fit cannot be performed for a particular block (e.g., because a loop iterates an unusual number of times), an error message is displayed and dynamic analysis is interrupted. In these cases, the time complexity of the block can be specified manually by inserting a compiler pragma of the form 

```
#pragma complexity <exp>
```

somewhere inside the block. Here `<exp>` is a Maple expression potentially involving $N$, $P$, and iteration variables of enclosing loops, that describes the number of times the block is executed. Simple fits are also performed to express the size of each message as a function of $N$ and $P$ (or as a constant).

The information gathered during dynamic analysis is combined with the per-block operation counts gathered during static analysis to produce equations for total computation and communication requirements of the program. These equations, which conform to the syntax of the Maple symbolic computation system [4], constitute the “Software Description” indicated in Figure 1.

The “Hardware Description” referred to in Figure 1 consists of the cost factors $C_i$ in Equation (1), and the $\alpha$, $\beta$ and $\gamma$ terms describing the network characteristics in Equation (3). As mentioned above, we use benchmark programs and multiple regression to obtain values and confidence intervals for these parameters.

4.3. Prediction

The equations for computation and communication requirements are combined with the values constituting the hardware description to produce an equation for total execution time. This equation can be used to predict program execution time for different problem sizes and numbers of processors and examine other aspects of program performance. In addition, the factors in the equation can be changed to explore the performance impact of different types of processors and network media.

5. Experimental Results

5.1. Predicting Execution Time

In this section we illustrate the use of the APACHE system for predicting the execution time of programs implementing parallel matrix multiplication and the Jacobi algorithm.

Our implementation of parallel matrix multiplication computes $C = A \times B$, where $A$ and $B$ are $N \times N$ matrices. To parallelize the computation, we distribute $\frac{N}{P}$ contiguous rows of $A$ and $\frac{N}{P}$ contiguous columns of $B$ to each processor. Each processor computes the appropriate subblock of $C$ and then passes its columns of $B$ to the neighboring processor. After
Figure 2. Predicted execution time and percent error of actual times for matrix multiplication program.

Figure 3. Predicted execution time and percent error of actual times for Jacobi program.

$P$ iterations, the computation is complete, with the resulting $C$ matrix distributed across the processors.

Figure 2 shows the predicted execution time (in seconds) and prediction error for the matrix multiplication program. The predictions generated by the APACHE system are quite accurate, with 90% of the experimental runs exhibiting less than 15% prediction error.

The Jacobi algorithm is an iterative method for solving the linear system $Ax = b$ for the unknown vector $x$ [15]. The algorithm can be used to solve the two-dimensional steady state temperature distribution problem over an $N \times N$ grid. In this problem, the cells of the grid are initialized with initial temperature values, some of which are fixed (i.e., as heat sources or heat sinks). During each iteration of the algorithm, a new temperature value for each cell is computed with the formula

$$x_{ij}' = \frac{x_{i-1,j} + x_{i,j-1} + x_{i+1,j} + x_{i,j+1}}{4}$$

The values on the right side of the equation represent the temperature of the four-neighbors of cell $(i, j)$ during iteration $t$, and the value on the left is the new temperature for that cell for iteration $t + 1$.

We parallelize the Jacobi algorithm by mapping $\frac{N}{P}$ contiguous rows of the grid onto each processor. During each iteration, processors exchange values of neighboring rows. The Jacobi algorithm iterates until the maximum change across the cells of the grid is smaller than some value $\varepsilon$.

Figure 3 shows the predicted execution time and prediction error of the Jacobi programs. All of the observed execution times for this program are within about 7% of the predicted times.

5.2. Performance Debugging

The APACHE system can be used to characterize pro-
grams for performance debugging purposes. For example, Figure 4 shows the percentage of time spent in communication and computation for the matrix multiplication program as $N$ and $P$ vary. This type of graph is useful for determining when communication becomes the limiting factor in program performance.

6. Conclusions and Future Work

We have presented some experimental results obtained with the APACHE performance prediction system for PVM programs. In the future, we plan to make further studies of the accuracy of our system and refine the performance models as necessary. We also plan to use the APACHE system as a tool for identifying applications that can benefit from high-speed LAN technology such as ATM. Our performance prediction tool is well suited to this problem because it allows the hardware characteristics in the performance model to be changed easily.

Finally, we are interested in using the APACHE system as the basis for a performance debugging tool for PVM programs. The APACHE system allows performance models to be constructed for each basic block of a PVM program. This information can be used to explore the predicted program performance of different parts of an application for varying system configurations.
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